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Preface

This book is an outcome from an international conference by the Africa Centre of Excellence in Phytochemicals,
Textile and Renewable Energy (ACEII-PTRE); a World Bank funded project under the auspices of the Africa
Centers of Excellence (ACE II) that seeks to contribute to addressing critical gaps in technical, scientific and
research skills. The ACEII-PTRE aims at providing high quality training and research in the Eastern and Southern
African region in Phytochemicals, Textile and Renewable energy. It seeks to build regional specialization by
concentrating on postgraduate students and faculty, generating knowledge, developing skills to support industry
and private sector demand, and to generate research for the betterment of the community and the region at
large.

Our aim in writing this book is to prepare a text which is comprehensive and a stimulating discourse on research
for sustainable industrial growth. The context of the book is situated on the premise that the economic growth
and industrial investments have boosted demand for greater technological skills and applied research in some
of the priority economic sectors like Manufacturing, Agriculture, Energy, Health and others in many developing
economies. Prior to Covid-19, many regions of the world experienced remarkable economic growth especially in
the last decade. Outstanding skills and continuous vigorous research are therefore needed, particularly in Science,
Technology, Engineering and Mathematics (STEM) so as to sustain the economic growth and transformation.
However, there is a new global paradigm shift that seeks to consider STEAM instead of STEM — by adding
the ‘Arts’ to the STEM since Arts play an important role in areas related to STEM. Notwithstanding, ethics in
research is also a key area of focus in STEAM.

The theme of the book: “Advancing Science, Technology and Innovation for Industrial Growth” and the the-
matic areas of Phytochemistry, Progressive Textiles, Transformative Industrialization, Renewable and Alternative
Energy are relevant in realizing Sustainable Development Goals (SDGs), which is a universal call of action to
end poverty, protect the planet and ensure people enjoy peace and prosperity by the year 2030. A better world
requires an interdisciplinary approach, hence the incorporation of social science perspectives rendering this book
a high-level academic discourse with cross-cutting disciplines.

Advancing research and well-integrated national development strategies can help raise productivity, improve
industrial competitiveness, support faster growth, create jobs and promote resilient communities. Therefore,
leveraging on the research arena to advance industrial growth is a central goal of this book. The book captures
various knowledge creation and development aspects through the presentation of case specific, basic and applied
research and innovation from the perspective of multiple contributors. The text is presented in 42 short chapters
which are organized in three sections. Section 1 of the book focuses on advances in Science, Technology,
Engineering, Arts & Mathematics for responsible consumption and production while section 2 presents insights
in progressive textiles, transformative industrialization and phytochemistry. In section 3, various aspects of
renewable energy for economic and industrial growth are explained in great detail. Owing to the diversity of
topics covered, the purpose of the book is not to train specialists but to present short and comprehensive concepts
and techniques necessary to stimulate satisfying discourse and understanding in the thematic areas. The book
is recommended as a reference text for graduate courses such as those in STEAM, Phytochemistry, Textile and
Industrial Engineering as well as Renewable and Alternative Energy Technologies. We hope that the book will
also remain of interest as a valuable supporting text to researchers and industrial practitioners.
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Messages

MESSAGE FROM THE VICE-CHANCELLOR, MOI UNIVERSITY

On behalf of Moi University Management, Staff, Students and, indeed, on my
own behalf, I warmly welcome you all to this maiden virtual ACE II Confer-
ence jointly hosted by Moi University-Kenya, and Donghua University-The
People’s Republic of China. I must state that, this is the first virtual Interna-
tional Conference that Moi University is hosting and, therefore, will go in the
annals ofhistory of our University. It also demonstrates our capability in terms
of human resource on information communication technology and gives us
more impetus to improve our infrastructure in information communication
technology.

The theme of the Conference is “Advancing Science, Technology and
Innovation for Industrial Growth,” which strongly resonates with Moi Uni-
versity’s Vision to be a University of choice in nurturing innovation and talent
in science, technology and development. Initially, the Conference was to be
held physically at Moi University, but due to the outbreak of Covid-19 pandemic, we resorted to hold it virtually.
We thank the World Bank, through the government of the Republic of Kenya, which is the main funding entity of
ACEII-PTRE for allowing us the opportunity to hold the Conference virtually. This is actually one opportunity
for us to see ourselves as a ‘global village’. During the Conference, we will have participants from Africa, Asia,
Europe and Northern America, and we intend to have over hundred papers for presentations during this two-day
Conference.

Brief of Moi University

Moi University was established in 1984 as the second public University in Kenya. It started with one faculty and,
over the years, has expanded into fourteen Schools and four Directorates offering diverse academic programmes
and involved in various research activities. We have our Main Campus located in Kesses, Uasin Gishu County,
and five other Campuses, that is, three in Eldoret, and one in Nairobi and Mombasa respectively. Additionally,
the University has three Institutes and two subsidiary companies — Rivatex East Africa Limited and Innovation
Firm Limited. The University also prides itself as a host of three Centers of Excellence in: (i)Education Research
in East and Southern Africa — CERMESA, (ii)Phytochemicals, Textile and Renewable Energy (PTRE) and
(iii)African Studies.

About the ACEII-PTRE Centre

The Africa Centre of Excellence in Phytochemicals, Textile and Renewable Energy (ACEII-PTRE) based at Moi
University, Eldoret, Kenya, was established in the year 2016. The objective of the ACE II Project is to strengthen
selected Eastern and Southern Africa higher education institutions to deliver quality postgraduate education and
build collaborative research capacity in the regional priority areas. The ACEs are expected to address specific
development challenges and skill gaps facing the region through graduate training in Masters’, Doctorate (Ph.D.)
and short-term courses and applied research in the form of partnerships and collaborations with other institutions
as well as the private sector.

Impact of the ACE II-PTRE Centre

The Centre, since its inception, has made great impact on resource mobilization to the University for infrastruc-
tural development such as lecture rooms, laboratories and equipment among others. It has also contributed in
capacity building by offering scholarships for staff and students, and staff exchange programmes. Such contri-
butions have enabled Moi University to enhance its global visibility in research, innovation and teaching. I take
this opportunity to thank the World Bank for its noble idea to establish Centres of Excellence across the Africa,
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and the Republic of Kenya in particular through the Ministry of Education, and for facilitating Moi University to
be a beneficiary of the same. The local community has also greatly benefitted from the ACE II Project through
outreach services in short course training on self-sustainability through making detergents and soap, making of
natural dyes, and training on biogas production for surrounding high schools, just to mention a few.

Coping and Containment Mechanisms of Covid-19

Moi University is well aware of the impact of the Covid-19 pandemic and swung into action to be part of
the solution through inter-disciplinary research in combating the scourge. We are also involved in Covid-19
containment measures such as mass production of masks for public use and also medical suits through our
Rivatex Textile Factory at subsidized costs. Additionally, plans are underway for the production of subsidized
hand sanitizers through ACE II PTRE Project hosted in the School of Sciences and Aerospace Studies for local
consumption and commercial purposes eventually.

Conclusion

I would like to conclude by once more thanking the World Bank for their continued support as our Sponsor,
Donghua University — China for jointly hosting this Conference, and the Inter-University Council of East Africa,
Regional Universities Forum for Capacity Building in Agriculture, International Association of Universities,
and all our other partners for their effort in being in the forefront of ensuring that Moi University achieves its
vision and mandate. I end by thanking the participants, presenters, moderators, rapporteurs, and the Organizing
Committee led by the Centre Leader, for the great effort they have made to ensure the virtual Conference is
a success. ‘Asanteni Sana’. 1 wish all the participants the very best during this Conference. Thank you and
welcome to the Conference.

Prof. Isaac Sanga Kosgey,
Vice-Chancellor

MESSAGE FROM MS. RUTH CHARO, SENIOR EDUCATION SPECIALIST, WORLD BANK

We do congratulate Moi University for moving forward with this conference. I
am aware there was a lot of dialogue on whether to proceed with this conference
(or not). But we must adopt to the new norm, the new reality in the COVID
19 context and ensure that we are making progress in what we committed to
implement at the beginning of the year. We most sincerely thank Moi University
for taking up this challenge-to hold this conference virtually. We do believe the
success of this virtual conference will inform African Centers of Excellence
(ACEs) planning in Kenya and in the Region.

There is context to this international conference. As we are aware, the
economic growth and foreign investment have boosted demand for greater tech-
nological skills and applied research in some of the priority economic sectors
like Manufacturing, Agriculture, Energy, Heath and others in Kenya and in the
region. Prior to Covid-19, this country, Kenya, and the region, were experienc-
ing remarkable economic growth in the last decade or so. What does this mean for higher education? To sustain
economic growth and transformation of the economy, means that high order skills and research are needed,
particularly in Science, Technology, Engineering and Mathematics, which we commonly refer to as the STEM
areas. There is a new global trend to consider STEAM instead of STEM- adding the ‘Arts’ to the STEM. Arts
play an important role in areas related to STEM. For example, development of soft skills or the 21st century
skills; entrepreneurship, interior design and other areas need to be meaningfully mainstreamed in the STEM
curriculum.

The World Bank, working closely with the Government, is contributing to addressing critical skills gaps in
technical, scientific and research skills. As you are aware, the support to the ACEs and other higher education
operations, is mainly through credits, which means that the Government, and in this case the Government of
Kenya, is committed and taking lead to ensure improvements in development of the most needed high order
skills that could support priority economic sectors, and research.

The ACE approach, as you have been informed by the Vice Chancellor and Prof. Ambrose Kiprop, the ACE
Centre leader at Moi University, aims to build regional specialization among the ACEs by concentrating on limited
top-level faculty, generating knowledge, and developing skill to support industry and private sector demand for
skills, and to generate research which can be of immediate use or uptake to the development challenges of the
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community. The ACE project emphasizes the need for effective linkages between universities and communities
—the ACEs must serve the community within which they are situated. I am encouraged that the Vice Chancellor’s
remarks on the efforts by Moi university to partner with the community, including schools in areas such as biogas
and the textiles industry.

The Vice Chancellor has already mentioned that Moi University is part of the network of Universities par-
ticipating in the Africa Centers of Excellence (ACE II) regional project and has outlined what Moi University
has achieved under the ACE II project. therefore, I will not be going into details of the ACE II regional project.
Additional information on the overall ACE II project is available online.

Experiences from East Asia and Latin America show how profound, long-term and continued investment and
reform efforts into training in high-quality skills and scientists for very concrete industries can lead to complete
transformation of the targeted economic sectors and emergence of new competitive and higher value-added
production. I am aware that Moi university is engaged in interventions related to value addition including in the
textiles and biogas areas. Ideally, these are the kind of linkages that we need to demonstrate the relevance of
higher education and training to the marketplace as well as in contributing to productivity of the Country, and
job creation.

We cannot overemphasize the need to strengthen and consolidate the overall higher education eco-system.
I am glad we are joined by our Chief guest today. We have been having dialogue on the need to review and
align the overall governance of the higher education sub sector specifically in quality assurance, accredita-
tion, student financing, research and innovation areas. Unless we have a solid higher education ecosystem,
it becomes very challenging to build a foundation for excellence in higher education training, as well as
collaborative research. We are optimistic moving forward, we will work more towards a cohesive higher
education sub-sector, including in the management of research and innovation funds. We need to strive for
excellence in higher education training and research. This vision will ensure University education is con-
tributing to development of quality and relevant skills and cutting-edge research-and uptake of this research
to inform innovative solutions aimed at addressing development challenges not only in Kenya but also in the
region.

Once more, we are very happy that Moi University is hosting this conference. We cannot over emphasize
the essence of networking and knowledge sharing. We have continued to encourage the ACEs to network and
to pursue partnerships in the country, region and internationally, because this approach will enable the ACEs
to synthesize training and research output and uptake of the same either at the country level or in the region.
We have also been highlighting the importance of the ACEs working closely with relevant line ministries to
influence policies, spending and investments. These linkages will enable the training and research outputs, and
innovations from the Centers to inform and or contribute to core development agenda of the Country. Unless
we can create these linkages effectively, it becomes very challenging to justify ‘the value addition’ of investing
in the ACEs, and in the overall higher education subsector. Higher education may be considered an investment
for the betterment of the individual pursuing ‘it’, but higher education should contribute to a higher order or
higher-level development objective.

We acknowledge ongoing efforts by Moi University to promoting increased women participation in the
postgraduate programme, specifically in the STEM fields. This is commendable. The ACE Centre at Moi
University is supporting women through scholarships; improved conditions for accommodation; and mentorship.
Through these efforts, over the past three years, the Centre at Moi University has been increasing the number
of women being enrolled at postgraduate level, particularly at the PhD level. The university has proven with
deliberate efforts, it is possible to attract young females to pursue post graduate training in the STEM fields -by
creating a conducive environment and the right incentives for women. It is our hope that these women will be
supported to develop their careers as faculty and contribute to higher education sub-sector and the ACE at Moi
University.

The COVID-19 situation has created challenges, as well as opportunities. We will continue to work closely
with Moi University, as well as other ACEs, to ensure learning continuity for the students during COVID-19. I
do not think this situation will ‘go away’ soon. Kenya has in place relevant technologies and resources for the
Centers to implement online based support for the students. We really do not have any excuses as to why the
students at the Centre cannot be supported to for example present and ‘defend’ research proposal and thesis.
Probably data collection could be deferred for students needing to be in the field for data collection, but when
the COVID-19 situation allows, the students should be supported to get back on track. I am going to end here and
thank the Ministry of Education and Moi University for this conference. We look forward to the next sessions,
and to learn more about the specific themes for this conference in Science, Technology and Innovation. Thank
you very much.

Ms. Ruth Charo,
Senior Education Specialist, Education Global Practice, World Bank
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MESSAGE FROM AMBASSADOR SIMON NABUKWESI, PRINCIPAL SECRETARY, STATE
DEPARTMENT FOR UNIVERSITY EDUCATION AND RESEARCH, MINISTRY OF EDUCATION

I am indeed delighted to participate in this Virtual International Conference.
I thank the Vice Chancellor for the invite. This Conference is coming at a
time when the world is going through health, economic and social turmoil
due to the impact of Covid-19 pandemic which is affecting the entire world.
Such challenges come with lessons to be learned. One such lesson being the
reassertion that the world is more networked than ever before. Challenges facing
one side of the world affect the entire world and need concerted effort of each
and every one of us in the whole world to find possible lasting solutions. The
Covid-19 pandemic has made us learn that no nation or individual has monopoly
of knowledge, and the world is always a work-in-progress. It has also made us
learn the important roles our health professionals play in our lives.
e m—— Fighting Covid-19 requires a collaborative scientific and interdisciplinary
approach, ranging from efforts in developing a vaccine against it, curative and
prevention measures, to social distancing and protective equipment. In these, social, biological and physical
sciences are all applied. The Ministry of Education is at the forefront in developing capacity in Science, Tech-
nology and Innovation through provision of research funds which are competitively awarded to researchers.
However, such funding is never enough and to mitigate this, the Ministry has provided an enabling environment
for Universities to seek additional funding from the global community to bridge the funding gap and ensure they
are relevant in so far as education and research are concerned.
I take this opportunity to thank the World Bank for the support they have given in the establishment of three
(3) Africa Centers of Excellence (ACEs) in Kenya, i.e.

i. Africa Centre of Excellence in Sustainable Agriculture and Agribusiness Management (CESAAM) at Egerton
University,
ii. Africa Centre of Excellence in Phytochemicals, Textiles and Renewable Energy (ACEII-PTRE) at Moi
University and,
iii. Africa Centre of Excellence in Sustainable Use of Insects as Foods and Feeds (INSEFOODS) at Jaramogi
Oginga Odinga University of Science and Technology.

It is from this support that Moi University is able to offer postgraduate teaching and research in Phytochemicals,
Textile and Renewable Energy.

The theme of the Conference: “Advancing Science, Technology and Innovation for Industrial Growth”
and the thematic areas of Phytochemistry, Progressive Textiles, Renewable Energy and Transformative Industri-
alization are relevant in realizing Sustainable Development Goals (SDGs), which is a universal call of action to
end poverty, protect the planet and ensure people enjoy peace and prosperity by the year 2030. A better world
requires an interdisciplinary approach by including social sciences, of which this Conference embraces, having
incorporated Sino-Africa Culture Exchange (SACE), making it a three-in-one International Conference with
high level academic discourse and cross-cutting disciplines. As I conclude, I wish to state that post Covid-19
will require us to build new bridges in scientific cooperation and re-double our efforts in Science, Technology
and Innovation with determination and distinction. Universities are expected to lead in this aspect.

It is now my honour to officially declare the Conference open and wish all the participants effective
presentations and productive discussions. Thank you.

Ambassador Simon Nabukwesi
Principal Secretary, State Department for University Education and Research, Ministry of Education.

MESSAGE FROM PRESIDENT INTERNATIONAL ASSOCIATION OF UNIVERSITIES

This is the start of a conference with an impressive program on an important
topic. It is a great honour for me to represent International Association of Uni-
versities, (IAU). The Covid 19 pandemic is still ongoing and with an uncertain
development. We are all facing the short term and trying to foresee the long-
term consequences of the pandemic, far beyond the health issues. Covid 19 has
brought awareness of the interconnection between the SDGs and that global
perspectives on a sustainable future, reaching Agenda 2030, are crucial and
necessary.

UN has clearly stated that higher education, through research and education,
plays a key role in Agenda 2030 towards the realization of the SDGs. The
IAU has actively promoted and advocated for Higher Education for Sustainable
Development (HESD), since the early 90s. IAU was created under the auspices
of UNESCO in 1950 and is a membership-based organization serving the global
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higher education community through: expertise & trends analysis, publications & portals, advisory services, peer-
to-peer learning, events, global advocacy. It is an NGO with over 600 universities and university organizations
as members all around the globe.

HESD is one of IAU strategic priorities and the overall objectives are to encourage peer to peer learning, mon-
itor, trends, sharing expertise, fostering whole institutions approach and providing leadership training, capacity
building and networking services (https://www.iau-aiu.net/HESD). One important role is to engage in policy dis-
cussions, conferences and in policy documents. For example, IAU is key partner in the UNESCO Global Action
Program on Education for Sustainability (GAP on HESD) and with its member institutions and organizations
active in the High-Level Political Forum 2019 and 2020.

With the aim to foster further support for universities in their role in societal transformation for a global
sustainable development IAU in 2018 started a university network for HESD. For each of the SDG, one university,
actively working with that specific goal and interconnected goals, was invited as leader institutions and asked
to build a network around that goal. Today the network comprises over 80 universities around the world.

The leader institution for SDG12 is the University of Regina and Luther college and they have formed a
network with six universities around the world, the host for this meeting, Moi university, and from Malaysia, Sri
Lanka, Germany, Colombia and Peru. I am sure that this meeting will bring important knowledge to be shared
within the IAU Cluster. Through the network there will be a global voice of the universities actions and needs to
fulfill their role in reaching agenda 2030 and the SDGs. For IAU to act in promoting and advocating for HESD
the global networking is crucial. Each leading institution and their satellite institutions has a role to interact
with other institutions in research and education to extend the sharing and the strength of the voice of higher
education to policy makers, governments, public and private funding agencies.

Covid 19 has increased the awareness of the inequalities in resources and capacities to perform
research and higher education. Recent surveys including that performed by IAU (https://www.iau-aiu.net/
IMG/pdf/iau_covid19_and_he_survey_report_final_may_2020.pdf) on the consequences of Covid 19 on HE
pays attention to the risk of increasing inequality. This highlights the need of cohesion and cooperation between
universities and between universities and the society built on global engagement and local relevance.

Knowledge creation and development through basic and applied research and innovation needs cooperation
on common interests but must be built on respect and trust for each stakeholder’s role, goals and legislations.
For universities the fundamental principles for Higher Education needs to be respected, academic freedom in
research and education, institutional autonomy, education built on science and/or proven experience. These are
values that foster skills as critical thinking, analytical competence and creativity. Skills that together with disci-
plinary knowledge will be bring through students to society and empowering for taking action for a sustainable
development.

IAU will continue to actively engage in promoting and advocate for the key role of universities in society for
realizing the Agenda 2030. SDG12 “Ensure sustainable consumption and production patterns” safeguards and
accommodates all SDGs and the outcome of this conference is of value for them all. I wish you a successful
conference.

Dr. Pam Fredman, IAU President

MESSAGE FROM THE PRESIDENT, DONGHUA UNIVERSITY

The Leadership of Kenyan Government, The Leadership of Moi University,
Distinguished scholars from Africa, China and the rest of the world, welcome
to our joint conference.

On behalf of Donghua University, I'd like to express my sincere apprecia-
tion for the joint efforts made by both sides in organizing this great academic
event. This event is both a new endeavour and an old tradition at the same
time. It is new because this is the first online version of Sino-Africa Interna-
tional Symposium on Textiles and Apparel (SAISTA), and for the first time held
alongside with another big event at Moi, namely, the Africa Centre for Excel-
lence in Phytochemicals, Textile and Renewable Energy. It is old because China
and Africa have always been a community with a shared future. China is the
largest developing country while Africa is the continent with the largest concen-
tration of developing countries. Our peoples have established solid friendship
between us.

Africa has a rich textile history, and Donghua University (DHU) distinguishes itself by textiles, so it is
the joint textile bond that turns into solid foundation of our cooperation. As a state-key university in China,
DHU was selected as a member of “Sino-Africa 20+20 University Cooperation Project” in 2010. By virtue
of its advantages in Textile Engineering, Material Science, Design, etc., DHU actively builds up the platform
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of China-Africa textile and apparel research as well as cultural exchange: in 2015, Confucius Institute at Moi
University, the first and so far only Confucius Institute featuring textile engineering and fashion design was
officially launched; in the same year, the first Sino-Africa International Symposium on Textile and Apparel
(SAISTA) was successfully held at DHU; in 2017, the "Belt & Road" Advanced Seminar for Textile Industry
and International Cooperation in Production Capacity opened at DHU; in 2018, university-enterprise jointly
established the "Belt & Road" Textile Education and Training Center (Africa) in Ethiopia. Up to 2019, SAISTA
has been successfully held 5 times with 5 different themes, which attracted educators and professionals from
China, Kenya, Sudan, Zimbabwe, Tanzania, Uganda, and South Africa as well as from all over the world. It’s
my utmost pleasure to witness, out of our SAISTA and SACEF conferences, fruitful achievements of talent
training for African textile and apparel industry as well as great advancement in China-Africa textile science
and technology development.

Africa is a geographical and natural extension of the “Belt and Road” initiative as well as an essential partici-
pant. Forum on China-Africa Cooperation, a main platform for expanding and deepening bilateral cooperation,
provides so many possibilities for Africa ranging from abundant resources and various pathways to huge market
and space to diversified development prospects. Although this yar we all face a most challenging time during
the outrage of Covid-19, globalization and It can be envisioned that through this Symposium, more and more
scholars and entrepreneurs will join hands and explore the connotation and effectiveness of educational collabo-
rations between China and Africa. Together, we will make a difference in textile and apparel education, research
and industry liaison between China and Africa. Finally, I hope the joint conference this year a complete success
and that everyone has an inspiring online experience.

Prof. Jianyong Yu
President, Donghua University

MESSAGE FROM THE ACEII-PTRE CENTER LEADER

On behalf of the Conference Organizing Team, I take the earliest opportu-
nity to welcome our Chief Guest and all participants to the first International
Conference organized virtually by The Africa Centre for Excellence in Phy-
tochemicals, Textile and Renewable Energy (ACEIl — PTRE), based at Moi
University, Eldoret, Kenya, and Sino-Africa Symposium on Textiles and
Apparel (SAISTA), Donghua University, China.

ACEII — PTRE’s aim is to advance technology development and innovation
in Phytochemicals, Textile and Renewable Energy through delivery of quality
post-graduate training and collaborative research in the regional priority areas.
Thus, ACEII — PTRE has a special focus on capacity-building. Towards this
end, the Centre has equipped more than seven (7) laboratories at the School
of Sciences and Aerospace Studies and School of Engineering that support
research for both staff, students in the University and partners. As such, students
under the Centre partial scholarship program have the great opportunity to present their research papers detailing
the results realized in relation to their research during this virtual conference. The conference was supposed to be
held through face to face at Moi University, Eldoret, but due to the outbreak of covid-19 pandemic, we resorted
to hold it virtually and, on this note, we thank the University Management, World Bank and the Ministry of
Education for allowing us the latitude to hold the conference virtually.

More than two hundred papers were submitted for the conference from all over the world. Papers selected for
presentations reveals the amazing diversity aligned to several thematic areas that include Phytochemistry, Pro-
gressive Textiles, Renewable Energy, and Transformative Industrialization. The conference also captures Cross
— cutting topics and research in Sustainable Technology and Innovations and Science, Technology, Engineering,
Arts and Mathematics (STEAM) with relevance to the Theme of the Conference which is, “Advancing Science,
Technology and Innovation for Industrial Growth.”

The conference highlights the remarkable contribution which ACEIIl — PTRE has made under the support of
World Bank and provides a valuable opportunity for research scientists, industry specialists and decision-makers
to share experiences. Further, we are grateful to the Regional Facilitating Unit: Inter-University Council for
East Africa (IUCEA) for continuous facilitation. Besides the World Bank and IUCEA, we also acknowledge
the participation of our important partners and supporters; Kenya Industrial Research & Development Institute
(KIRDI), RIVATEX East Africa Limited (REAL), University of Lorraine (France), University of Gezira (Sudan),
Regional Universities Forum for Capacity Building in Agriculture (RUFORUM), Busitema University (Uganda),
Flexi Biogas International, Nocart, Association of Energy Professionals of East Africa (AEPEA), National
University of Science and Technology (Zimbabwe), University of Gent (Belgium), University of Linkoping
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(Sweden), Kenya Bureau of Standards (KEBS), Elsevier, Ruparelia Consultants Ltd (RCL), Kenya Association
of Manufacturers (KAM), Seeding Labs (USA), and SDG 12 cluster working group.

We are grateful to the many experts who have come to share their knowledge in the conference and wish all
participants fruitful deliberations in the next two days. Special thanks to the World Bank, partners and supporters,
University Council, University Management and the entire Moi University fraternity for their continued support
to the Centre. Last but not least we express gratitude to the Conference Organizing Team and Reviewers for
their tireless effort in ensuring all the arrangements for the conference are done well and promptly despite the
challenges occasioned by Covid-19 pandemic and the same goes to presenters for carrying out research at this
time of difficulties. We look forward to more successful deliberations. Thank you.

Prof. Ambrose Kiprop
Centre Leader, Africa Centre for Excellence in Phytochemicals, Textile and Renewable Energy (ACEII —
PTRE)

MESSAGE FROM THE CHAIRMAN, ICPTRE2020

Introduction

Science, technology and innovation (ST&I) are the seedbed for development. In
addition, advancing competitiveness in ST&I is a key prerequisite to sustained
industrial growth and increased standards of living. Research around ST&I
must therefore continuously realign with the global dynamics and demanding
needs for industrial growth. Industries around the world continue to face differ-
ent afflictions elicited by several factors including social conflicts, economic,
health and energy crises leading to suboptimal operations. Since the begin-
ning of the year, the world has been thrust deep into uncharted territory and
very challenging circumstances occasioned by the emergence of COVID-19.
Notwithstanding these very difficult times, the ACE II-PTRE in partnership
with SAISTA provides selected participants from around the world with an
opportunity to showcase their research results in the inaugural icptre2020 under
the theme of Advancing Science, Technology and Innovation for Industrial Growth.

Advancing Science, Technology and Innovation

The world has experienced a variety of disruptive shocks over time. While the disruption to people and livelihoods
in many developing countries is certainly not a new phenomenon, the developments in building rapid resilience
and diverse capabilities in equally disruptive technologies are worth being celebrated. Therefore, ST&I have a
critical role to play in all global afflictions.

The experience from developed partners and some of the most successful countries globally show that advanc-
ing ST&I through research and well-integrated national development strategies can help raise productivity,
improve industrial competitiveness, support faster growth, create jobs and promote resilient communities. There-
fore, advancing industrial growth and fortifying our position in the research arena is one of the central goals of
our time. Notwithstanding the prevailing circumstances, our shared resolutions and strategic partnerships are
well positioned to deliver our mutual aspirations. Today, through the ACE II-PTRE and SAISTA partnership,
we are moving forward very much aware more than ever before that any meaningful and sustainable progress in
industrial growth requires humanity coming together as a global community of researchers.

The conference structure

The icptre2020 is structured to offer vibrant presentations and deliberations on key ST&I research. The conference
thematic areas include Phytochemistry, Progressive textiles, Renewable Energy, Transformative Industrialization,
Sustainable Technology and Innovations, in addition to Science, Technology, Engineering, Arts and Mathemat-
ics presentations that contribute to the aforementioned thematic areas. The conference also brings on board the
responsible consumption and production (SDG 12) cluster-working group of the International Association of
Universities (IAU) Higher Education for Sustainable Development (HESD) Cluster. The Cluster promotes the
role that Higher Education Institutions globally have to fulfil in order to achieve the Sustainable Development
Goals (SDGs) and Agenda 2030. Universities are to address the SDGs, which themselves impact on and trans-
form universities. The Cluster encourages a holistic approach to the SDGs, focusing specifically on the whole
institution approach.

In the course of the next three days, over 200 participants from around the world shall actively engage on
research findings along the theme of the conference. The conference presentations will tackle diverse topics
including issues pertaining to sustainable exploitation of bio-based resources, sustainable technologies, trans-
formative nanomaterials, accelerating the transition to a renewables-based energy system among other topics.
Besides, 9 keynote speakers will share their insights on key thematic topical areas. In addition, 13 selected
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panellists representing different regions of the globe and sectors of the economy shall engage with the audience
and deliberate on a number of topical areas including contract researching, research and development, ethical
issues, developing and implementing collaborative research, resilience and collaborations in pandemic times,
intellectual property issues in collaborative research as well as sustainable production and consumption.

Conclusion

In summary, the conference presentations avail a unique opportunity to share knowledge, promote the actualiza-
tion of several SDGs while creating new opportunities as well as contributing to the enhancement of livelihoods
and global resilience to adverse disruptions. The world is currently united in the commitment to realize this
opportunity. On behalf of the entire conference organizing team, it is my humble duty to wish all the participants
the most rewarding, thought provoking and vibrant deliberations.

Dr. Charles Nzila (PhD)
Chairman — ICPTRE2020 Organizing Committee.
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A survey of engineers’ and engineering students’ perceptions on ethical
behaviour

Emmanuel C. Kipkorir*, Sum Kipyego & Rioba Oteki
Department of Civil and Structural Engineering, School of Engineering, Moi University, Kenya

ABSTRACT: The engineering industry is known for its low ethical performance. Professional ethics instruction
in Kenyan engineering faculties is commonly conducted by examining case studies in light of the code of ethics
and conduct for engineers. Although the tenets of a code of ethics may leave a lasting impression, students
generally gain their professional identity from relatives, colleagues, and practicing engineers. Their engineering
professional ethics tend to be mostly an extension of their personal ethics. Instruction on ethics during training
generally serves only to reinforce students’ inclination to act ethically and encourages them to act on these beliefs.
This study based on survey on engineering ethics adopted moral awareness which is one of the Rest model’s
four processes. The survey was conducted (n = 164) to examine the personal ethical perceptions of engineering
students (n = 120, consisting of n = 79 for 1st year and n = 41 for 5th year) and practicing engineers (n = 44).
The survey consisted of 16 acts that challenged respondents by examining their personal ethical beliefs in light
of the professional ethics requirements of the Engineers Board of Kenya (EBK) code. The survey measured
how respondents perceive their own ethical beliefs and how they perceive the ethical beliefs and actions of
their peers. After familiarization with the EBK code, respondents were also invited to comment regarding their
beliefs regarding adherence to the code. Results indicate that, although generally the engineers and engineering
students sampled agreed that the acts listed were unethical, several items raised concern. In particular, the item
concerning “continuous professional development” was rated as one of the least unethical behaviours. This result
points strongly to the need to further reinforce the need for relevant lifelong learning for engineers both during
training and practice. Also, results indicated that there is evidence of self-perception-versus-other disparity. For
six unethical acts for students and four acts for engineers, in the surveyed list, the means of data for self-perception
and colleague perceptions were statistically significantly different at the alpha level of 0.05. When the act was
perceived as more unethical, both engineers and students tended to rate themselves as more ethical compared
to their peers. Action research through mentorship is recommended as part of the solution to addressing ethical
issues in engineering practice.

Keywords: identity, ethics, engineering practice, perceptions, student, professional, development

1 INTRODUCTION which forms the basis and framework for responsi-
) ) ) ) ble professional practice in Kenya, as it prescribes the
The engineering community has experienced numer-  standards of conduct to be observed by all engineers.
ous scandals involving unethical and illegal engi-  The code is based on broad tenets of truth, honesty,
neering practices; many of them are committed by trustworthiness, respect for human life and welfare,
large and well-known engineering companies and gov-  fajrness, openness, competence, accountability, engi-
ernment agencies (Bairaktarova & Woodcock 2017). neering excellence, protection of the environment, and
According to Bowen, Akintoye, Pearl, and Edwards  gystainable development (EBK 2016).
(2007), ethical codes and codes of conduct, bribery Development of ethical judgment skills in future
anq corruptiog, and. favouritism haye a negative. impli- engineers is a key competency for engineering schools
cation on engineering processes in any organization s engineering ethics is part of the engineering think-
and may lead to decreased performance and service  ing  identity, and professional practice of engineers
delivery. This occurs at a time when professional (Harris, Davis, Pritchard, & Rabins, 1996). A study
engineers have a personal and professional obliga- by Loui (2005) on ethical and moral development
tion to society to act ethically (Passino 1998). To  revealed that the greatest benefit of professional engi-
address the challenge, the Engineers Board of Kenya  peering ethics education is to reinforce students’
(EBK) has developed a code of conduct and ethics  jpclination to act ethically. Therefore, instruction on
I moral reasoning frameworks and professional codes
*Corresponding author of conduct to engineering students encourages them
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to act on the personal ethical and moral convic-
tions already held (Stappenbelt 2012). Naturally then,
the question arises regarding the ethical inclination
of engineering freshmen at the onset of their engi-
neering education and what can be done to promote
and encourage further personal ethical development
as they progress with their studies, and later when
they start practicing in the industry after graduating.
The present study aims to assess the personal ethi-
cal perceptions of engineering students and practicing
engineers by examining their personal ethical beliefs
in light of the professional ethics requirements of the
EBK code.

2 LITERATURE REVIEW

Ethics is the philosophical discipline of studying what
contributes to good and bad conduct, including related
actions and values (Barry 1979). It is concerned with
the nature of specific decisions made and the goodness
or badness of those decisions in terms of the conse-
quences of those decisions (Chonko 1995). Thompson
(2005) defines ethics as the study of right and wrong;
of the moral choices people make and how they seek
to justify them. In the engineering industry, engineers
are required to keep up with a fast-paced, constantly
changing environment, which makes it even more
important for engineers to be taught ethics and profes-
sionalism (Li & Fu 2012). Harris, Pritchard, Rabins,
James, and Englehardt (2013) mention that ethics
education in engineering programmes is important in
preparing the engineering undergraduate students —the
future engineers — to carry out their duties profession-
ally with a sense of responsibility towards society and
the biosphere. Consequently, engineering ethics edu-
cation has been made a compulsory subject as part
of the conditions for accreditation in many countries.
Despite its importance, ethics is not much investigated
in engineering education (Sethy 2017).

Engineering ethics is an important topic in the
engineering education curriculum therefore ‘profes-
sional ethics’ is offered as a compulsory course to
undergraduate engineering students in many countries
including India and Kenya. In teaching engineer-
ing ethics courses, various pedagogical approaches
have recorded a positive impact on students’ attitudes
towards ethics, opening up a new dimension in ethics
education which highlights the importance of teaching
strategies in developing the attitude towards engineer-
ing ethical issues (Balakrishnan, Azman, Indartono
2020). Therefore, it has been recommended that for
engineering institutions to “strengthen their students’
ethical development, they should consider tracking
students’ exposure to these issues, identifying where
and how this learning takes place” (Colby & Sullivan
2008).

Engineering solutions through design are human-
ity’s way of facing the continuous stream of various
global challenges (Barakat 2015). Design shares a
broadly common understanding of design ethics and

the main difference is in the scope, complexity, and
the human interface. However, certain phases of the
design process appear to prompt consideration of spe-
cific principles; students’ interactions with users and
project partners stimulate the most reflection on their
ethical decision-making (Humphries-Smith, Blount,
& Powell 2014).

The present study adopts Rest’s model that con-
sists of four processes, namely moral awareness, moral
judgment making ability, moral intention, and moral
character (Rest 1986). In this study, the moral aware-
ness process is very important as it triggers one’s
thought and cognition before one makes judgment and
the act is considered. According to the model, in the
awareness process, an individual generally has the abil-
ity to recognize that there is a moral issue in a situation,
which serves as a kind of an activating mechanism that
initiates the ethical decision-making process (Sparks
& Merenski 2000). Moral awareness involves an indi-
vidual undertaking role-taking, but the person must
realize that violating some moral norm, or allowing
unethical situations to occur, can “affect the needs,
interest, welfare, and expectation of others.” However,
Rest (1986) asserts that not everyone can interpret sit-
uations or be sensitive to unethical situations. Thus, a
disparity exists in how sensitive an individual is to a
particular moral situation.

Codes of ethics are widely understood to act as
a mechanism for facilitating and ensuring ethical
behaviours within organizations (Yallop 2012). Codes
of ethics may be variously described as codes of con-
duct, codes of practice, ethical codes, corporate ethical
codes, ethical guidelines, business conduct, codes of
professional behaviour, operating principles, and so on
(Fisher 2001; Marnburg 2000). Internationally, sev-
eral studies stress the importance of codes of ethics
as a necessary tool for creating and establishing an
ethical environment within organizations (Ferrell &
Skinner 1988; Hunt, Chonko, & Wilcox 1984; Oliver,
Kearins, & McGhee 2005; Schlegelmilch & Houston
1989; Segal & Giacobbe 2007; Ziegenfuss & Mar-
tinson 2002). Therefore, a code of ethics develops
standards by which a leader can judge the effects that
different behaviours have on one another (Hickman
1998). In summary, ethics comes down to a choice
to influence self-perception and others into doing the
right thing.

In the present study, a survey was used to mea-
sure how three sets of participants (first-year and final
(fifth) year engineering students, and practicing engi-
neers) perceive their own ethical beliefs and how they
perceive the ethical beliefs and actions of their peers.
And after familiarization with the EBK code, respon-
dents were also invited to comment regarding their
beliefs regarding adherence to the code.

3 METHODS

This study used a questionnaire to conduct a sur-
vey on the perception of personal ethical behaviour



of engineers. A pilot survey involving 30 randomly
sampled respondents was conducted to determine the
effectiveness of the questionnaire in meeting the objec-
tives of the study, and whether the questions selected
represent the personal ethical perception under study,
and to ascertain whether the target respondents could
understand and interpret the questions. The respon-
dents were requested to be honest when filling in
the survey and were informed that they had the right
to rescind their participation in the survey at any
time. They were assured of the confidentiality of their
answers, and that their responses would be used for
research purposes only. The obtained pilot survey
results indicated that the questionnaire could assure
validity, trustworthiness, and reliability of the results.

After the pilot survey was completed, the actual
survey was conducted (n = 164) examining the per-
sonal ethical perception of the first-year and fifth-year
Moi University, School of Engineering students, and
practicing engineers. The students were all enrolled
in respective courses during a semester where profes-
sional ethics was taught. The first sample response
gathered was 79 out of a population of 260 first-year
students following the Introduction to Engineering
Profession & Safety —a common course offered in all
the six engineering programs during the first semester
of the 2019/2020 academic year. The second sample
response was gathered of 41 out of a population of 45
fifth-year students following the Law, Ethics & Profes-
sional Practice course during the second and the final
semester in the 2019/2020 academic year in the Civil
and Structural Engineering program. In the fifth-year
course case studies one pedagogical approach is used
in delivery. The third sample response of 44 practic-
ing engineers who attended a seminar on continuous
professional development (CPD) was sampled from
the Institution of Engineers of Kenya (IEK), western
branch data base. The sample size of 164 respondents
was adopted based on an estimated large population of
5,000 engineering students and practicing engineers in
the IEK western branch, to allow the study to deter-
mine the personal ethical perception with a confidence
interval of £7.5%.

The questionnaire used was developed in Google
Form (Kuczenski 2013) and consisted of a list of six-
teen acts that were developed by (Stappenbelt 2012) by
adopting a set of twelve from the study by (O’Clock
& Okleshen 1993). Whereby respondents examined
their personal ethical beliefs in light of the professional
ethics requirements of the EBK code (EBK 2016). The
sixteen acts were as follows:

1. Accepting gifts or favours in exchange for prefer-
ential treatment

2. Undertaking work in an area in which you are not
competent

3. Passing blame for errors to an innocent colleague

4. Not supporting a colleague who is trying to do the
right thing

5. Giving gifts or favours in exchange for preferential
treatment

6. Claiming credit for someone else’s work

7. Not reporting others’ violation of organization
policies
8. Divulging confidential information
9. Withholding relevant information from a colleague
or client
10. Calling in sick to take a day off
11. Pilfering organization material and supplies
12. Doing personal business on organization time
13. Notkeeping up to date with the latest developments
in your area
14. Concealing one’s errors
15. Taking extra personal time (lunch hour, breaks,
carly departure)
16. Using organization services for personal use

The survey measured how respondents perceive
their own ethical beliefs and how they perceive the
ethical beliefs and actions of their peers. In the survey,
participants were to rank the sixteen unethical acts on
a five-point Likert scale with (1) being very unethical
and (5) not being unethical at all. The ranking, given
in the list below, was both in terms of their personal
beliefs and their perceptions towards the actions of
their peers.

. Very unethical

. Basically unethical

. Somewhat unethical

. Not particularly unethical
. Not at all unethical

DN AW =

After familiarization with the EBK code, respon-
dents were also invited to comment regarding their
beliefs in adherence to the code. Also, data relating
to personal details were collected in the survey: age,
gender, religion, and professional class.

The survey was presented to the three sets of respon-
dents after a presentation and discussion of ethics in
the classroom/seminar. The intentions of the study was
first introduced to the students, they were then asked
to respond anonymously, and were assured that the
responses would only be taken en masse and could
not affect their grades. The practicing engineers were
briefed on the study after a seminar on CPD organized
by IEK western branch held on 29th February 2020
in Eldoret, Kenya. The same survey that was set to
receive only one response per respondent was given
online via Google Form (Kuczenski 2013) to the three
sets of samples separately.

The respective student’s class representative circu-
lated the survey questionnaire through their respective
class social media and e-mail platforms and the stu-
dents had a maximum of two days after class to
fill and submit the questioner online. The survey
questionnaire was circulated to the practicing engi-
neers using their respective e-mails captured during
registration for attendance of the seminar. The pro-
cedure used ensured that all the respondents were
surveyed anonymously with only time stamp informa-
tion collected. Although the questionnaire consisted of
many questions, every respondent participated will-
ingly as the subject seemed to be of wide interest.
However, a general limitation attributed to survey



method used in this study is oversimplification of
social reality, by an arbitrary design of the ques-
tionnaire and adopting multiple-choice questions with
pre-conceived categories with an overly simple view
of reality.

Data were summarized using means and standard
deviation for continuous data, while frequency and
percentages were used for categorical data. The t-test
was used to compare ratings between groups, while
ANOVA was used to compare ratings across the three
groups.

4 RESULTS AND DISCUSSIONS

4.1 Basic data

4.1.1 Gender of participants

The study participants were 79.9% (131) males and
20.1% (33) females (Table 1). Though the observations
made from the responses indicate that engineering
is still a male-dominated field, the proportion of
females in Year 5 (26.8%) that responded is more
than in Year 1 (19.0%). This may indicate a moderate
increase (7.8%) in persistence and active participa-
tion of female students in activities in undergraduate
engineering programs in recent years. However, more
needs to be done to address the gender imbalance in
engineering practice since the ratio is still lower than
the recommended one third for either gender.

Table 1. Gender of participants per category.

Participant Male Male Female Female
category ™ ) N (%)
First-year students 64 81.0 15 19.0
Fifth-year students 30 73.2 11 26.8
Practicing engineers 37 84.1 7 15.9
Total 131 799 33 20.1

4.1.2  Age of participants
Table 2 shows the distribution of respondents by age
for the three sets of participants.

Table 2. Age distribution of participants per category.

Age of First-year Fifth-year Practicing
participants students students engineers
(years) (%) (%) (%)
15-19 67.1

20-24 31.6 70.8

25-29 1.3 29.2 2.3
30-34 22.7
35-39 27.3
4044 159
4549 4.5
50-54 11.4
55-59 13.6
60-64 0.0
>=065 2.3

Two thirds (67.1%) of first-year students were older
teenagers of age group 15—19 years, while the majority
(70.8%) of fifth-year students were emerging adults of
age group 20-24 years. On the other hand, half (50%)
of the practicing engineers were adults aged 30-39
years.

4.1.3  Recent ethical perception of Kenyans

The data for the survey question: in the last 6—10 years
in Kenya, have people in general become; less ethical,
remain the same, or become more ethical, to the three
sets of 164 participants is presented in Table 3. The IEK
membership classes of practicing engineering partic-
ipants consisted of Graduate Engineers (56.8%) and
Corporate Members (43.2%).

Table 3.
Kenya.

Engineers recent ethical perception of people in

Question:
in the last
6—-10 years
in Kenya
have people Total
in general N %) N (% N (%) (%)

First-year
students

Fifth-year
students

Practicing
engineers

Become 67 845 32 795 32 79.9
less

ethical

Remain the 1 1.9 5
same

Become 11
more

ethical

159 79

136 4 9.1 5 12.2

Results indicate overall that the perception of the
majority (79.9%) was that people have become less
ethical, 7.9% indicated that people have remained the
same, and 12.2% indicated that people have become
more ethical, however, 98% of the responses indicate
that they are religious. This response is interest-
ing given the religious inclination, because particular
groups of people were not specified, just people
in general, and it is not clear what might be driv-
ing this response. One possible reason could be an
increase in ethics perception due to the prevalence
of similar issues in recent Kenyan media coverage or
increased awareness due to ethics instruction after the
lecture/presentation before this study was carried out.

4.2 Ethical awareness and conduct of participants

The results of the survey for the three sets of partic-
ipants are presented in Figures 1-3 for the three sets
of participants self-perception and their perception of
colleagues’ beliefs regarding unethical behaviour. The
mean ratings in the three Figures 1-3 indicate that the
participants generally understood all the sixteen acts
or behaviours listed in the survey to be unethical to
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Figure 1. Mean rating of first-year engineering students’
self-perception and their perception of colleagues’ beliefs
regarding unethical behaviour (statistically significant differ-
ence in means between self-perception and colleague ethical
perceptionrating a* at @ = 0.05 level; b** at « = 0.005 level).
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Figure 2. Mean rating of fifth-year engineering students’
self-perception and their perception of colleagues’ beliefs
regarding unethical behaviour (statistically significant differ-
ence in means between self-perception and colleague ethical
perception rating a* at @ = 0.05 level; b** at @ = 0.005 level).
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Figure 3. Mean rating of practicing engineers’ self-
perception and their perception of colleagues’ beliefs regard-
ing unethical behaviour (statistically significant difference
in means between self-perception and colleague ethical
perception rating a* at « = 0.05 level; b** at « = 0.005 level).

some degree, ranging from very unethical, basically
unethical, or somewhat unethical. The most unethical
acts rated by the three sets of participants are six acts:
1,3,5,6,8, 11, that they rated as very unethical. This
was closely followed by nine acts: 2, 4, 7, 9, 10, 12,
14, 15, 16, that they rated as basically unethical. The
major difference in the results for the three sets of par-
ticipants was in act 13: not keeping up to date with
the latest developments in your area, where fifth-year
students and practicing engineers both rated it least
unethical (somewhat unethical) while the first-year
students rated the act basically unethical.

The rating of act 13: not keeping up to date with the
latest developments in your area as the least uneth-
ical is somewhat disturbing. The rating of act 13 by
the final year students and practicing engineers as the
least unethical behaviour is similar to the findings of
Stappenbelt (2012) and this points strongly to the need
to reinforce the relevant lifelong learning mainly in
the final year of study before graduating from uni-
versity and continuously during engineering practice
in academia or the industry based on CPD policy
(EBK 2017). Demonstration of the dynamic nature of
engineering knowledge through periodic review in the
teaching curriculum will also alert the engineering stu-
dents on the need to stay updated while in the industry.
This is because it is generally accepted that a person’s
ability to maintain high levels of professional com-
petence is achieved by continually upgrading his/her
skills and knowledge (EBK 2017).

From the comparison of data (Figures 1-3), for each
of the three sets of participants self-perception and
their perception of colleagues’ beliefs regarding uneth-
ical behaviour, it is inferred that there is evidence of
self-perception -versus-colleague disparity. For three
unethical acts (13, 15, and 16) in the survey list, the null
hypothesis that the means of data for self-perception
and colleagues perceptions are statistically signifi-
cantly different is accepted at the levels (o =0.005
and o =0.05) indicated in Figures 1-3. Results indi-
cate that when the act was perceived as more unethical,
participants, irrespective of their level, tended to rate
themselves consistently and significantly as more eth-
ical compared with their peers. This can be attributed
to the fact that people generally view themselves as
morally superior to others (Sezer, Gino, & Bazerman,
2015).

We also compared the total scores from the 16 acts
in the questionnaire by the three sets of groups as well
as by personal beliefs versus perceptions of peers. This
was done using a minimum total score of 16 for very
unethical and a maximum of 80 for not at all unethical.
‘We observed that the perception of own personal belief
was not statistically significantly different from the
perception of their peers (« > 0.05). However, when
we compared across the three groups there was a sta-
tistically significant difference in the scores for the
perception of peers with scores higher among the fifth-
year students compared to the first-year students and
practicing engineers (o < 0.05). The results are shown
in Table 4.



Table 4. Comparison of total scores for the three sets of
groups.

First-  Fifth-  Practicing P-

year year engineers  Total  value*
Personal 26.5 29.5 26.7 273 0.081
beliefs (79)  (6.8) (5.8) (7.2)
Perception  24.4 28.7 259 259  0.023
of peers 85 (7.5 (7.6) (8.2)
P-value** 0.101  0.615 0.583

*ANOVA by comparing by the three groups.
**t-test by comparing personal versus peer perception.

These results suggest that when students join an
engineering program, they are very concerned with
unethical issues among their peers compared to their
final or fifth-year students. Overall there seems to be
a consensus that unethical acts affect us in our day-to-
day engineering practices and a lot needs to be done
to improve the ethical code of conduct as stipulated in
the EBK code of conduct.

The survey results for engineering participants’
perception regarding adherence to the EBK code of
conduct are presented in Table 5. The breakdown of
responses to the question Do you believe you always
act in accordance with the tenets of the EBK code of
conduct? indicated that the majority of respondents
(56% fifth-year students, and 79.5% practicing engi-
neers) indicated Yes as a response. This is consistent

Table 5. Engineers perception regarding adherence to EBK
code of conduct.
Fifth-year ~ Practicing

. students engineers
Question/
Responses N (%) N (%)
Question: Do you believe you
always act in accordance with
the tenets of the EBK code
of conduct?
Yes 23 561 35 795
No 5 122 2 4.5
Unsure 13 317 7 15.9
Question: Do you believe that
most practicing engineers
always abide by the EBK code
of conduct?
Yes 10 243 10 227
No 22 537 23 523
Unsure 9 220 11 250
Question: Do you believe that
professional engineers can
realistically be expected to
abide at all times by the EBK
code of conduct?
Yes 30 731 38 864
No 9 220 3 6.8
Unsure 2 4.9 3 6.8

with the personal ethical beliefs reported by the three
sets of participants in this study.

That more than half the number of fifth-year stu-
dents (53.7%) and practicing engineers (52.3%) do
not believe practicing engineers always act ethically
is very worrying (Table 5). This result is similar to
the earlier finding of the perception of the majority
(79.9%) of participants in this study that people have
become less ethical in the recent past in Kenya. On a
positive note, the majority of the fifth-year students
(73.1%) and practicing engineers (86.4%) surveyed
stated that they believe that professional engineers can
realistically be expected to abide by the EBK code at
all times. The awareness that has been created so far
regarding abiding by the code of conduct needs to be
stepped up, starting from self-realization that the engi-
neering profession will be better positioned in society
and industry with ethical practices. Part of the solution
to addressing these worrying results is providing men-
torship to engineers based on action research, which
is a values-based approach to researching one’s pro-
fessional work, contributing to the ongoing develop-
ment of the engineer and, potentially, the engineering
industry. Through action research in engineering prac-
tice, it enables one to look at what they are doing
from a critical point of view and reflect on how
they do their work, to foster engineering professional
growth.

5 CONCLUSIONS AND RECOMMENDATIONS

The present study through a survey measured how
three sets of respondents — first-year and fifth-year
engineering students and practicing engineers — per-
ceive their own ethical beliefs and how they perceive
the ethical beliefs and actions of their peers. Although
generally, the majority of participants sampled in
this study agreed that people have become less eth-
ical in the recent past in Kenya and that the acts
listed in the study were unethical, the rating of the
act not keeping up to date with the latest develop-
ments in your area as the least unethical raised major
concern. It is concluded that there is a need to rein-
force the relevant lifelong learning by incorporating
action research using mentorship programs during
engineering education in the university and continu-
ously during engineering practice both in academia
and in industry. Adopting action research in engi-
neering practice will enable one to look at what they
are doing from a critical point of view and reflect
on how they do their work, to foster professional
growth both in academia and engineering industry.
The finding that half of both fifth-year students and
practicing engineers do not believe practicing engi-
neers always act ethically is of great concern. This
suggests that action is urgently required in engineering
ethics education and in shaping engineering students’
professional identities and enforcement of the code
of ethics by EBK. Results from the present study



also indicated that when an act was perceived as
more unethical, participants, irrespective of their level,
tended to rate themselves as more ethical compared
with their peers. Specifically, for three unethical acts
in the survey list, namely, not keeping up to date
with the latest developments in engineering, taking
extra personal time, and using organization services
for personal use, a notable statistical significant dif-
ference was observed between the ethical perception
of the individual and their perception of their col-
leagues’ beliefs. It is concluded that participants in
this study rated themselves consistently and signifi-
cantly more ethical than their peers. The findings from
this study will be useful to the following institutions:
EBK, IEK, Schools of Engineering, among others.
The study recommends the need for engineering stu-
dents and practicing engineers to be people of integrity
to withstand the force to do wrong. Further, there is
a need to emphasize ethical lessons in engineering
education and cultivate the change in attitude in prac-
ticing engineers. Areas for further research identified
are promoting professional identity and persistence in
engineering.

ACKNOWLEDGMENTS

Many thanks go to the engineering students and prac-
ticing engineers involved in this study. The authors
are also grateful for the support received from
the Associate Dean, School of Engineering, Moi
University.

REFERENCES

Bairaktarova, D., & Woodcock, A. (2017). Engineering Stu-
dent’s Ethical Awareness and Behaviour: A New Motiva-
tional Model. Sci Eng Ethics, 23:1129-1157.

Balakrishnan, B., Azman, M. N.A. & Indartono, S. (2020).
Attitude towards Engineering Ethical Issues: A Compar-
ative Study between Malaysian and Indonesian Engi-
neering Undergraduates, International Journal of Higher
Education, 9(2): 63-69.

Barakat N. (2015). Engineering ethics and professionalism
education for a global practice, QScience Proceedings
(Engineering Leaders Conference) http://dx.doi.org/10.
5339/gproc.2015.elc2014.5.

Barry, VE., (1979), Moral issues in business, Belmont, CA:
Wadsworth Publishing Company.

Bowen, P, Akintoye, A., Pearl, R., & Edwards, P. J. (2007).
Ethical behaviour in the South African construction
industry, Journal Construction Management and Eco-
nomics, 25(6): 631-648.

Chonko, L.B., (1995), Ethical decision making in marketing,
Newbury Park CA: Sage Publications.

Colby, A., & Sullivan, W. M. (2008). Ethics Teaching in
Undergraduate Engineering Education. Journal of Engi-
neering Education, 97(3):327-338.

EBK (2016). Code of Ethics and Conduct for Engineers,
Engineers Board of Kenya, Nairobi. Retrieved from
https://ebk.or.ke/download/code-of-ethics-for-engineers/

EBK (2017). Continuous Professional Development (CPD),
Guidelines for Professional Engineers, Engineers Board
of Kenya, Nairobi. Retrieved from https:/ebk.orke/down-
load/engineers-continuous-professional -development-
cpd-guidelines-for-professional-engineers/

Ferrell, O.C., Skinner, S.J., (1988), Ethical behaviour and
bureaucratic structure in marketing research organiza-
tions, Journal of Marketing Research, 25(1):103—109.

Fisher, C., (2001), Managers’ perceptions of ethical codes:
dialectics and dynamics, Business Ethics: A European
Review, 10(2):145-156.

Harris, C. E. Jr., Pritchard, M. S., Rabins, M. J., James, R., &
Englehardt, E. (2013). Engineering ethics: Concepts and
cases. Cengage Learning.

Harris, C. E. Jr., Davis, M., Pritchard, M. S., & Rabins,
M. J. (1996). Engineering ethics: What? Why? How?
and When? Journal of Engineering Education, 85(2):
93-96.

Hickman, G. R. (1998). Transactional and transforming lead-
ership leading organizations perspectives for a new era
(First ed.). Thousand Oaks: Sage.

Humpbhries-Smth, T., Blount, G, & Powell, J. (2014). Ethics —
Research, Engineering, Design...They are all the same
aren’t they? International Conference on Engineering and
Product Design Education, University of Twente, The
Netherlands.

Hunt, S.D., Chonko, L.B., & Wilcox, J.B., (1984), Ethical
problems of marketing researchers, Journal of Marketing
Research, 21 (3): 309-324.

Kuczenski, J.A. (2013). Student Ethics in Engineering: A
Comparison of Ethics Survey Results from Undergradu-
ate Engineering Students at Three Different Engineering
Programs and Institutions. /20th ASEE Annual Confer-
ence & Exposition, American Society for Engineering
Education.

Li, J, & Fu, S. (2012). A Systematic Approach to Engi-
neering Ethics Education. Science & Engineering Ethics,
18(2):339-349.

Loui, M.C. (2005). Ethical Development of Professional
Identities of Engineering Students. Journal of Engineer-
ing Education, 94(4): 383-390.

Marnburg, E., (2000), The behavioural effects of corpo-
rate ethical codes: Empirical findings and discussion,
Business Ethics: A European Review, 9 (3): 200-210.

O’Clock, P. & Okleshen, M. (1993). A comparison of ethical
perceptions of business and engineering majors. Journal
of Business Ethics, 12(9):677-687. http://dx.doi.org/10.
1007/BF00881382.

Oliver, G., Kearins, K., & McGhee, P, (2005), Professional
codes of ethics: a New Zealand study, New Zealand
Journal of Applied Business Research, 4 (1): 97-116.

Passino, K.M. (1998). Teaching professional and ethical
aspects of electrical engineering to a large class. IEEE
Transactions on Education, 41(4): 273-285.

Rest, J. (1986). Moral Development: Advances in Research
and Theory. New York, New York, USA: Praeger.

Schlegelmilch, B.B., Houston, J.E., (1989), Corporate codes
of ethics in large UK companies: an empirical investiga-
tion of use, content and attitudes, European Journal of
Marketing, 23 (6): 7-24.

Segal, M.N., Giacobbe, R.W., (2007), Ethical issues in Aus-
tralian marketing research services: An empirical investi-
gation, Services Marketing Quarterly, 28 (3): 33-53.

Sethy, S.S. (2017). Undergraduate engineering students’
attitudes and perceptions towards ‘professional ethics’
course: a case study of India, European Journal of
Engineering Education, 42(6): 987-999.



Sezer, O., Gino, F, & Bazerman, M. H. (2015). Ethical
blind spots: Explaining unintentional unethical behaviour.
Current Opinion in Psychology, 6:77-81.

Sparks, J., R., & J. P. Merenski. (2000). Recognition-
Based Measures of Ethical Sensitivity and Reformulated
Cognitive Moral Development: An Examination and Evi-
dence of Nomological Validity. Teaching Business Ethics,
4(4): 359-377.

Stappenbelt, B. (2012). Ethics in engineering: student percep-
tion and their professional identity development. Journal
of Technology and Science Education, 3(1): 86-93.

10

Thompson, M., (2005), Ethical theory (access to philosophy)
(2nd ed.), London, UK: Hodder & Stoughton.

Yallop, A. C. (2012). The Use and Effectiveness of Codes of
Ethics — A Literature Review, International Conference
“Marketing — from information to decision” 5th Edition,
Risoprint Publishing House, 502—-514.

Ziegenfuss, D.E., & Martinson, O.B., (2002), The IMA
code of ethics and IMA members’ ethical perception
and judgment, Managerial Auditing Journal, 17 (4):
165-173.



Advances in Phytochemistry, Textile and Renewable Energy Research for
Industrial Growth — Nzila et al. (Eds)

© 2022 Copyright the Author(s), ISBN: 978-1-032-11871-0

Open Access: www.taylorfrancis.com, CC BY-NC-ND 4.0 license

Research ethics and scientific innovation nexus: Unpacking the essentials

Julius Kipkemboi
UNESCO Chair in Bioethics, Egerton University/UNESCO Regional Bioethics Centre, Egerton University, Njoro,
Kenya

Violet Naanyu
School of Arts and Social Sciences, Moi University, Eldoret, Kenya
AMPATH IU-Kenya partnership, Kenya

ABSTRACT: Research on scientific technologies and innovations remains critical in providing solutions to
societal challenges. Sustainable development policy decisions must be informed by sound scientific research that
adheres to ethical values and practice. The quality of research, innovations and consequently the technologies-
arising therein should be within acceptable integrity standards. This implies that ethical lapses in research
and innovation development can harm those involved as research participants, researchers, the public and the
environment. It also compromises research and innovations outcomes. Besides this, deliberate, dangerous and
negligent deviations can damage institutional image. It is therefore vital for researchers to conduct research
with integrity and sustain a research environment that fosters veracity. Furthermore, for scientific research,
innovations and scholarships to endure, these efforts must be founded on objectivity, clarity, reproducibility and
utility. This article emphasises on ethics as an integral part of research on scientific technologies and innovations.
It reflects on what ethical research and innovation entails and the integrity expected from researchers. It also
discusses importance of complying with ethical requirements with emphasis on informed consent, where human
participants are involved. Ethical review of research and innovation protocols by an accredited committee is
one way of mitigating the risk of research misconduct. Furthermore, in the case of innovations, one of the key
integrity issue is the intellectual property rights. In this paper, we discuss ethical issues in the research and
innovation lifecycle. There is no doubt that the quest for new knowledge and innovations is inevitable as society
continues to face new challenges, which require scientific, technological and innovative solutions. Nonetheless,
if advances in science, technology and innovations are to create meaningful contribution to communities, then
ethical considerations are unavoidable.

Keywords:  Ethical clearance; Good research practices; Informed consent; Intellectual property rights; Research
misconduct; Scientific integrity; Subsidiarity

1 INTRODUCTION societal outcomes, which include new ideas and or
products hence by extension and improved quality of

Research and innovations form the cornerstones of  life. Research and innovations when put in the con-

human advancement and by extension sustainable
development. These two aspects of scientific and
technological advancement are intricately related yet
independent. The common denominator in both cases
is the basis of ideas, thinking and questioning the
existing reality in a bid to find solutions to problems
affecting humanity. Research is systematic investi-
gation to establish facts about these problems, and
possible solutions and expanding conclusions. Inno-
vation is embedded in research because the initial
idea can only be translated into a prototype through
research (Fassin 2000). Innovations however, include
strong components of commercialisation and continu-
ous improvements phases. Research and innovations
have converging end points with respect to better
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text of development are essential ingredients of any
industrial growth.

Sustainable development heavily relies on research
in science, technology and innovation (Levi,
Rakicevi¢ & Jovanovi¢ 2018). Advances in science,
technology and innovation are therefore considered as
the toolboxes for industrial advancement. Technolog-
ical knowledge accrued from scientific research can
be applied to solve problems at community, institu-
tional and industrial scale. Innovations can be technical
when new ideas emanating from practical knowledge
or experience are conceived and tested through a sci-
entific process or industrial when the focus is the
development of new products or new processes by the
industrial sector (Fassin 2000). Scientific development
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entails action by humankind to provide solutions
to societal problems and nurtures curiosity through
organised attempt to conceptualise and understand the
processes through hypothesis testing and answering
questions. Technology on the other hand uses knowl-
edge generated or existing to produce and improve
goods and services. As such science and technol-
ogy hubs play a pivotal role in driving research and
innovation.

Centres of excellence in scientific and technologi-
cal advancement have a major role in contributing to
sustainable development through research and inno-
vations. The quality of any research, whether basic or
applied, by and large depends on the process through
which the outcomes are generated (Resnik & Shamoo
2011). Institutions can only gain reputation, value and
public benefit based on the integrity of their research
and innovations. This implies that research and inno-
vation by university faculty and students ought to be
conducted within a framework of integrity. Any delib-
erate, dangerous or negligent deviations negate the
core values of the research institution. It is for this
reason that ethical aspects of research and innovation
are considered paramount not only from the level of
individual researchers, but also at the institutional gov-
ernance level. This underscores the important role of
institutional research ethics committees in shaping eth-
ical research innovation and sustainable development.
Researchers and innovators should therefore be guided
by international, national regulations and guidelines.
It also implies that they should have a strong culture
of institutional values and individual responsibility.

In this paper, we highlight the importance of look-
ing at research and innovation through the lens of
integrity and ethical considerations. While focusing
on research ethics in science and technology, we make
reference to innovation in broad sense. For the pur-
pose of this article, we limit the innovation scope to
research and development phases. We reflect on the
importance of carrying out quality research, charac-
teristics of ethical research, the role of research ethics
committees, special considerations in research involv-
ing human participants, and governance of research
and associated outputs.

2 QUALITY OF RESEARCH AND ITS
IMPLICATIONS

The public and industry expect researchers and inno-
vators to undertake quality research in an effort to
advance science, technology and innovation. Quality
research is known to be a precursor to quality evidence,
thus, investigators are expected to ensure their study
design, specific objectives, and methods are coherent,
consistent, and justifiable. The characteristics of good
quality and ethical research include use of clear and
specific research questions, sampling methods that
allow representativeness and reduce bias, sound study
design, well-worded tools and consent documents, and
well justified data management and analysis plans.
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The research should also have fully described data
collection processes. Evidently, quality research calls
for objectivity, internal and external validity, relia-
bility, rigor, open-mindedness, and truthful reporting
(FOCUS 2005; Wooding & Grant 2003).

Research integrity is an essential element of quality
of research. It is demonstrated through good research
practices such as observance of professional standards
by generating and documenting results, honesty, and
proper storage of primary data (Resnik & Shamoo
2011). Lead scientists in research institutions should
strive to develop standards for research and mentor-
ship. This should be done in such a way that it is
binding for the heads of the individual scientific work-
ing units. For instance, primary data which is the
basis for publications should be securely stored for a
period defined by institutional policy. The disappear-
ance of primary data from a laboratory is a violation of
basic principles of careful scientific practice and cre-
ates an impression of dishonesty or gross negligence.
Research group leaders are responsible for ensuring
that mentees receive adequate training and supportive
supervision. Healthy communication within a research
group and supportive supervision are best ways to
mitigate against poor quality research and adverse
outcomes such as research misconduct (GRF 1997).

The implications of poor quality research are far
reaching (Schneider 2000). It negatively impacts not
only on the researcher, but also on the institutional
image. Any compromises made in the course of
research affect the expected outcomes with respect to
new knowledge, and by extension a waste of resources
both human (especially time spent) and financial.
It also implies that institutional expectations from
research undertakings are at stake when chances of
research misconduct arise knowingly or unknowingly.
Another effect of poor-quality research is the erosion
of public trust in research findings and innovations.
Poor research mentorship negates the primary role
of knowledge hubs in producing skilled personnel
through research and training. Consequently, it cur-
tails the potential effects of research and innovation in
driving industrial and economic growth.

3 ETHICAL ISSUES IN SCIENTIFIC AND
TECHNOLOGICAL RESEARCH

Advances in science and technology are meant to ben-
efit humanity through returns through social benefits
and justice and by extension contribute to peace-
ful societies (UNESCO 2018). African Development
Bank points out that research, science and technol-
ogy is the promise that can spur industrial growth and
development and hence improve the quality of life of
the people of Africa (ADB 2017). However, the returns
to investment in science and technology research can
only be realized if such advancement is viewed in the
context not only on the outcomes to the intended bene-
ficiaries and doing the right thing at every stage. There
are often concerns when investments in science and



technology are done at the expense of human values
and without consideration of the entire spectrum of
social dimensions and inclusivity. As such the rights
of'the individuals, essence of justice, and environmen-
tal concerns should always be part and parcel of every
stage in research.

Research ethics alludes to morals and professional
codes applied by researchers as they conduct their
research. It is important to adhere to ethical princi-
ples in order to protect the dignity, rights and welfare
of research participants. All research involving human
beings should be reviewed by an ethics committee
to ensure that the appropriate ethical standards are
being upheld (CIOMS 2016; WHO 2020). These
standards should be applied in all global contexts,
whether carried out in low income countries (LICs)
or high-income countries (HICs). It is in this spirit
that the UNESCO Commission for Ethics of Sci-
ence and Technology recommends that science can be
sustained when the actors involved in research con-
sider this noble task as a responsibility (COMEST
2015).

Scientific and technological advancement make
positive contribution to humanity when they res-
onate with national and international agenda, promote
enhancement of society, and give provisions for envi-
ronmental consideration. In this respect scientific
research should be conducted in a humane, and respon-
sible manner scientifically, socially and ecologically.
In recommending civic and ethical aspects of sci-
entific research, UNESCO advocates for researchers
take responsibility for themselves, their institutions,
their nation, and global community at large (COMEST
2015). Building on Rawls’ principle of difference, as
we distribute any resources associated with innovative
research endeavors, we need to pay special atten-
tion to vulnerable communities and individuals who
have experienced injustice and historical disadvan-
tages over the years — and actually support those who
need help the most. This would be justice in action and
it would embody the principle of subsidiarity, whereby,
resources are consciously distributed to those in great
need (Rawls 2001).

Science and technology are currently characterised
by a process of rapid change. It is notable that cutting-
edge converging technologies may escape existing nor-
mative frameworks or regulations (UNESCO 2018).
A good case in mind is the contemporary big data
discussion. With increasing advancement in informa-
tion and communication technology, data acquisition,
storage - including aspects of personal privacy —
can easily be compromised by this transformation.
Beyond research and innovation, such big data col-
lection arises from how people consume products
from industry (Strand & Kaiser 2015). A second
example is biobanking and associated innovations.
Studies involving the use of biological materials are
on the rise in Africa and there is need to conduct
research activities following strict ethics. Biobanks
are organized collections of human biological mate-
rials and associated information stored for research

13

purposes (Zatloukal 2018). Heated debates concern-
ing exportation of biological samples, exploitation of
participants, benefit-sharing, secondary use of sam-
ples and data over time, and return of results, among
others in relation to LICs have been documented
(Tindana, Molyneux, Bull, & Parker 2014; Wonkam,
Kenfack, Muna, & Ouwe-Missi-Oukem-Boyer 2011).
Where research engages sample donors and utilizes the
samples in numerous future analyses, there is a need
to give the sample donors and their local communi-
ties’ feedback on findings and any resultant products
(CIOMS 2016).

4 ETHICAL ISSUES RELATED TO
INNOVATIONS

In this paper we focus on research and development
stages of innovation. One of the common ethical issue
at the onset is the source of ideas. Innovations often
require teamwork inputs, but they can also be enabled
by outstanding innovators (Stiickelberger & de Waal
2014). Innovative ideas may be derived from diverse
sources including indigenous informal, and formal
sectors. Once the idea gains momentum for research,
ethical test sets in. Sometimes the source of knowl-
edge is not appropriately credited, acknowledged, and
compensated. Moreover, the mechanisms to ensure
the resulting innovations is transferred back to the
source are not well established (UNESCO 2018). This
presents a potential ethical lacuna.

Like scientific and technological advancement, the
societal benefits of innovation should be placed in an
ethical scale both in the short term and long-term.
This is because innovations bring numerous bene-
fits but also present some potential risks. The main
areas that require attention are the potential nega-
tive effects of innovations even with improvements
and uncertainties. For example, the development of
Dichlorodiphenyltrichloroethane (DDT) was initially
considered as breakthrough chemistry innovation but
later negative effects on bioaccumulation and bio-
magnification in the food chain causing harm in
birds and other species. Similarly, the development
of chlorofluorocarbons (CFCs) used as refrigerants
and propellants, was for a long time proved to be a
great success until the negative effects on the ozone
layer were discovered (Stiickelberger & de Waal 2014).
Lessons from past innovations call for due diligence, in
this case on ethical concerns. It is incumbent upon the
scientific community to therefore view all new inven-
tions through an ethical lens so as to avoid “innovation
ethical blindness”. This calls for a balanced approach
in the innovation value chain so that both risks and
potential benefits can be critically reviewed. It is also
important to bear in mind that along the innovation
value chain, ethical concerns at consumption level
may arise for instance on how available, accessible,
affordable and acceptable the perceived benefits are at
commercial level (Bastos de Morais & Stiickelberger
2014).



Like basic and applied research, innovations are
based on evidence collected to support prototype.
Often these evidence comprise of the novel narratives
supported by data generated through research (Fassin
2000). One of the common ethical issues that arises in
the innovation environment is related to the claim of
intellectual property ownership. when improvement is
made on an existing undeveloped rudimentary of idea,
technology or product. Innovation from institutions
may be further complicated by the context in which
it has been developed. For instance, in the case of a
laboratory set up with multiple persons and efforts,
integrity is likely to be at stake. The status of dif-
ferent staff who may contribute directly or indirectly
to an innovation — from the professor to laboratory
assistants — can create problems. The source of fund-
ing if not addressed right from the beginning through
formal documentation (such as memoranda of under-
standing and agreements) can also raise conflicts and
even ethical issues. However, all these can be over-
come if there is a culture of integrity based on good
governance, best practice and institutional support
for researchers. Institutions ought to have appropriate
policies, and procedures that guide innovations arising
from students, staff and collaborators.

If we look at the world as one big global village
where resources should be distributed in an egalitar-
ian way, the concepts of distributive and commutative
justice become important. It is hoped globalization
will result in widespread innovations and improve-
ment in average incomes and LICs will be expected
to grow rapidly. ’In this "win-win" perspective, the
importance of nation-states fades as the "global vil-
lage" grows and market integration and prosperity take
hold’ (Scott 2001). The HICs, where many research
initiatives in LICs are incubated and funded, should
routinely embrace a humanistic world-view. We should
all create and honor common values that will uphold
ethical conduct of research across the world. Many
LICs were plundered by colonialists and were left
in unbalanced treaties that favored the HICs to con-
tinue unfair pillage of natural resources from LICs.
The sharing of research resources from HICs to LICs
shows the universal moral duty to support victims of
global economic order and to respond to humanitarian
needs while consciously paying attention to those in
greatest need (Rawls 2001) Any innovative research
or development endeavors being designed or funded
globally ought to prioritize topics that will better the
underserved populations. Ethical research will help us
dignify the lives of vulnerable communities that we
commonly engage and prioritize the needs of least
advantaged.

Beyond the design of quality scientific propos-
als and ethical implementation of approved research
protocols, ethical issues may also arise during publi-
cation (Beisiegel 2010). The same applies to sharing
of benefits at the commercialisation stage of inno-
vations. It is therefore also important that beyond
ethical issues during design, data collection and anal-
ysis, the investigators and ethical review committees
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should consider any other issues that may arise at
manufacturing, marketing, promotion and even dur-
ing continuous improvement of subsequent innovative
products (Miles, Munilla, & Covin 2004).

5 RESEARCH ETHICS COMMITTEES AND
THE REVIEW PROCESS

Research Ethics Committees (RECs) are multidisci-
plinary, independent groups of individuals appointed
to review research protocols involving human beings
to help ensure in particular that the dignity, fun-
damental rights, safety, and well-being of research
participants are duly respected and protected (Council
of Europe 2012; UNESCO 2005). The primary role
of a REC is to evaluate research proposals for ethi-
cal implications, foreseeable research outcomes, and
potential consequences of research results for society.
‘Society’ can encompass both local and wider contexts
and may include the potential interests of future gen-
erations. RECs aims to safeguard participants’ rights,
dignity, safety, and well-being. They also put into con-
sideration value deliberation based on the principle
of justice. This requires that the benefits and burdens
of research are distributed fairly among all groups and
classes in society, taking into account in particular age,
gender, economic status, culture and ethnic consider-
ations (Eckstein 1992). Further to this they provide
the independent advice to the appointing authority,
researchers, funding agencies and professionals on
the extent to which proposals for research studies
comply with recognized ethical standards (ALLEA
2017; European Union 2013; Scherzinger & Robbert
2017).

The REC review process allows for critical eval-
uation of the ethical soundness of a data collection
process for the purpose of scientific and technologi-
cal development (Kass, Hyder, Ajuwon, AppiahPoku,
& Barsdorf 2007). Although it comes at the initial
phase of a project, the review process ideally is not
restricted to pre-project phase. It is a dynamic process
that should encompass the lifetime of the project from
application for funding, through the design stage, to
completion of the work, its publication and the appli-
cation of the results. Throughout this process, every
opportunity is taken by the REC to ensure ethical and
scientific conduct of research. RECs are responsible
for acting primarily in the interest of research par-
ticipants and concerned communities. Furthermore,
they take into account the interests, needs and safety
of researchers who are trying to undertake research
(Kruger, Ndebele, & Horn 2014).

In Kenya, RECs are accredited by the National
Commission for Science Technology and Innovation.
During constitution and accreditation, research ethics
committee are provided with terms of reference that
define their mandate (NACOSTI 2017). Any research
involving humans or has direct effect on human life
must be approved by an accredited REC in Kenya.
Ideally all research and innovations require ethical



review. Special consideration is required for conduct
of research and innovation involving vulnerable pop-
ulations, human biology, intrusive procedures, use of
human tissues, experimental human psychology, and
use of animals in experiments. It may also be new data
from human participants e.g. interview, observation,
original survey; analysis of secondary data especially
where data has not been anonymised, including any
record showing date of birth. Furthermore, data whose
outcome has implications for an identifiable group of
people such as use of human genetic data in estimating
genetic potential for disease in an identifiable group
of living people is also within the purview of special
ethical review.

The ethical review of any research or innovation
should be guided by Standard Operating Procedures.
Figure 1 outlines the core stages in the ethical review
process for all research. The focus of the research
ethics committee spans across various elements of a
research protocol (Wasunna & Bukusi 2014). From the
research background analysis, scientific question(s)
and/or a hypothesis should be postulated so as to
advance science. Further to this, the research design
and methodology is scrutinised for ethical issues. In
case of research involving human participants, the
REC must review the inclusion and exclusion cri-
teria, study procedures, statistical validation of the
sample size, study population, and analytical plan
for assessing results. The location(s) where research
will be conducted, as well as the duration of the
proposed research study is not only important for jus-
tification for the site selection but also monitoring.
Adequate description of the process of conducting
research including the work plan and the resources,
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such as the funds, equipment and facilities required
are part of the quality assessments. Lastly the data
management including the description of the statistical
analysis plan are essential in supporting the production
of statistically valid conclusions.

6 GOVERNANCE ISSUES IN RESEARCH AND
INNOVATION

The application of advances in science, technology and
innovation after successful research phase is a com-
plex, open-ended and unpredictable process. Although
risks and side-effects may not always be anticipated,
ethical blindness should always be avoided at all costs.
Responsible governance that deals thoroughly and
proactively with potential hazards and other ethical
concerns, is a good strategy in promoting the positive
developments to be expected. Functional governance
structure is essential to regulate societal implications
of science, technology and innovation. However, this
can only work if there is sufficient ethical knowledge
and understanding of the content of the said research
innovations (Strand & Kaiser 2015).

Guided by core values and responsibility to the
public and organizations that support research, knowl-
edge institutions should establish mechanism through
which research can be regulated on ethical matters.
One of the means through which this can be achieved
is through setting up institutional research ethics com-
mittees or ethics review boards. Where possible there
should be a research integrity office with clear policies
and codes of conduct for researchers and innova-
tors. The establishment is such structures will not
only protect the image of the institution but also the
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* Innovation phases: Basic and applied research and

development

Figure 1.
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The ethical review process of a research or innovation protocol. (Conceptualised from Kruger, et al. 2014).



researchers from possible retribution. The governance
of research and innovation must be viewed at local,
national and global level so as to be able to competently
assess risks if any and avoid systemic injustice and
promote equitable benefit sharing. (COMEST 2015).
Armin (2011) argues that the issue of responsibil-
ity in science, technology and innovation should be
viewed in the context of the individual, situation in
which responsibility is required, the existing gover-
nance structure, and quality of knowledge available
with respect to consequences of actions under which
scientific and technological knowledge is generated
(Armin 2011). Whereas institutions provide a platform
from which research and innovations are developed, it
is important that they respect the intellectual property
rights (IPR) of individual researchers.

IPR comprises the entire landscape of protection
of intellect including inventions arising from research
and innovations in scientific, artistic, product devel-
opment domains (Granstrand 2006). The debate of
IPR in the context of developing countries is beyond
the scope of this article. Ethical issues are inevitable
when commercial interests curtail the societal ben-
efits. Tradeoffs and sustainable solutions revolve
around the entire governance ecosystem. Like in the
case of research and innovation, IPR requires utmost
responsibility (Schuijff & Dijkstra 2020). This respon-
sibility should be reflected at all levels of knowledge
advancement.

7 CONCLUSION

Ethical issues are inevitable in research and innovation.
Nathan (2015) and Lubberink, Blok, van Ophem, and
Omta (2017) assert that unless innovation decision-
making is based on ethical decision-making frame-
work, its likely to be tainted by undesired impacts and
concerns. One of the mitigative approach is the eth-
ical review of every step of research and innovation
process. Advances in emerging sciences and technolo-
gies that pose serious ethical issues and concerns, on
the individual, community and even international level
require collective responsibility. Responsible research
and innovation is a transparent, interactive process by
which societal actors and innovators become mutually
responsive to each other with a view to the (ethical)
acceptability, sustainability and societal desirability
of the innovation process and its marketable prod-
ucts. This will allow proper embedding of scientific
and technological advances in our society. Secondly,
research sponsors and investigators have the right to
study whatever they want, however, ethical reflections
suggested that they ought to be morally obligated to
routinely include innovative works that may be a mat-
ter of life and death in LICs. They should also not
withhold any available basic resources that can better
the lives of their study participants, and any resources
that they distribute should not be used to manipu-
late vulnerable communities to consent to research
participation.
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8 RECOMMENDATIONS

Research ethics is currently in its nascent stage in many
LICs, therefore many innovative research projects are
likely to miss out the microscopic scan on how well
autonomy, beneficence, non-maleficence, and justice
are addressed by the research teams. As such, research
participants and their local communities may be get-
ting very little for contributions made. This then stands
out as one research-related injustice and amounts to
exploitation of communities, who generally have lim-
ited frameworks for defense. Better governance is
needed to increase the ethical and social robustness
of new and emerging sciences and technologies. This
is needed within the individual institutional establish-
ments as well as at national level. There should be
overarching and institutionalized framework of regu-
lations, standards, policies, codes, principles to ensure
that quality research and innovations are part and par-
cel of knowledge advancement for industrial growth
and sustainable development.

DISCLAIMER

The views, interpretations, and conclusions expressed
in this report are entirely those of the author(s) and do
not necessarily express the views of the institutions in
which the authors are affiliated.
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Impact of Covid-19 on businesses in Uasin Gishu county, Kenya
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ABSTRACT: The COVID-19 pandemic’s announcement by the World Health Organization (WHO), a wide
range of measures and guidelines, has been issued by the Government of Kenya through the Ministry of Health
MOHR). Citizens are being reminded through various communication channels to adhere to MOH containment
measures, including social distancing, testing, and isolation. This report assesses the impact of COVID-19
pandemic on the operations of businesses in Uasin Gishu County based on a survey conducted in April 2020.
The information reveals how the coronavirus pandemic had already affected businesses and the business owners’
suggestions on mitigating the situation. KNCCI, as a business membership organization, includes members from
all the sectors of the economy in the county and has more than 700 members in Uasin Gishu Chapter. The study
revealed 29% of the businesses had already closed down, several operating at less than 50% at the survey time.
Further, 80% of the companies had already sent about 1,400 employees on leave, most of them without pay.
This report provides useful information for both the Local and National Governments and other stakeholders in

coming up with mitigation measures.
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1 INTRODUCTION

The origin of the coronavirus (COVID-19) pan-
demic has been categorized as a public health emer-
gency globally through the world health organization
(WHO). The first incident of COVID-19 disease and
it’s subsequent named SARS-CoV-2 was first reported
by officials in Wuhan City, China, in December 2019
(Ali, Baloch, Ahmed, Ali, & Igbal 2020; Chinazzi,
Davis, Ajelli, Gioannini, Litvinova, Merler, & Viboud
2020). Coronaviruses (CoV) originates from a family
of viruses that result from a short illness arising from
a common cold to severe diseases. Coronavirus dis-
ease has resulted in a new struggle against humanity
on the planet. WHO its core mandate to combat other
diseases like polio, Ebola, HIV, tuberculosis, cancer,
diabetes, and mental health, amongst other diseases
and conditions afflicting humankind.

The COVID-19 pandemic challenge presents a uni-
versal economic crisis whose extent is still not entirely
apparent (Paules, Maston, & Fauci 2020). More than 3
million coronavirus cases globally, more than 243,569
deaths, and only less than 1,104,723 cases had recov-
ered on 1st May 2020. The death and recovery rates
are crucial statistics, which might enable the country
to identify the magnitude of the risk areas for effi-
cient medical and through stratifying patients based
on the extent of attention needed, which may lead to
lockdowns (Khafaie & Rahim 2020; Potluri & Lavu
2020). The coronavirus disease epidemic has been
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labeled a public health crisis. The countries prepared-
ness calls for comprehensive strategies to manage the
hospital’s space optimally, staff and supplies on ser-
vice delivery, and prevent further transmission (Wong
et al. 2020). In Kenya, testing for the coronavirus
has been ongoing. Four hundred eleven confirmed
cases were reported with 240 active incidents of the
disease, according to an update by the Ministry of
Health on 1st May 2020. One victim has been reported
in Uasin Gishu County (Daily Nation, 1st May
2020).

On March 27th, 2020, the International Monetary
Fund (IMF) indicated an economic recession globally.
Their main concerns include bankruptcies and layoffs,
which could impact to crisis preventing the recovery
process (Beck, Degryse, De Haas, & Van Horen 2018).
The lockdown of economies has significantly affected
the capital flows and disruptions to the manufactur-
ing industry. According to the World Food Programme
(WFP), the East African Community’s economies are
anticipated to deteriorate owing to inferior internal and
external economic chains.

The WFP report on 15th April 2020 projects a
gloomy future in terms of a rise in infections in East
Africa, which is worrying despite the various measures
taken. The prediction of virus trends shows a signif-
icant impact on the economies (COVID and Team
2020). WFP estimates that 20 million people world-
wide were probably food insecure, and likely to be
worsened.
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The admission of patients into the hospital is to
be presumed to have been confirmed. The authors
believe several patients had underlying diseases that
included diabetes, hypertension, and cardiovascular
disease (Huang et al. 2020). The epidemic doubles
resulting in a prolonged incubation period making iso-
lation difficult to the suspect. Thus, MOH has come-up
with countering the spread through school shutdown,
public screenings, and disbanding of mass gather-
ings (You, Lin, & Zhou 2020; Wu, Leung, & Leung
2020;. Researchers believe that COVID-19 was likely
to spread throughout the county via unknown mecha-
nisms, which has resulted from an increased number of
infections and death cases globally (Bassetti, Vena, &
Giacobbe 2020; Holshue et al. 2020). Therefore, this
survey aimed at investigating the impact of Covid 19
on businesses in Uasin Gishu County.

1) Action by Kenya government

The ministry of health (MOH) has several con-
tainment protocols like social distancing, public
testing, and suspects’ isolation. To a large extent,
Kenya’s response to coronavirus has been reassur-
ing. The leadership’s continued agility will deter-
mine the scope of the crisis’s impact and effects
and the speed and direction of recovery (Daily
Nation Newspaper Editorial, 27th March 2020).
Indeed, President Uhuru Kenyatta and his entire
leadership have been giving clear guidelines since
COVID-19 was a global pandemic. In Kenya, test-
ing for the coronavirus has been going on, and 435
have been reported positive with two from Uasin-
Gishu County (Daily Nation Editorial, 1st May
2020).

Recently, the Kenyan parliament enacted laws
assented to by the president to cushion the econ-
omy’s collapse. The amendment bills entailed
reviews of the income tax (IT) act (CAP 470),
value-added tax (VAT) act of 2013, excise duty
(ED) act (2015), tax procedures (TP) act (2015),
Miscellaneous Levies and Fees Act (2016), and
the retirement benefits (RB) act (1997). Besides
the revision of laws, the government has further
increased the threshold for turnover tax from the
speculative tax by lowering and lessening PAYE
tax from 30 to 25 percent to support low waged
earners. Scrutiny on corporation tax to 25 per-
cent and value-added tax (VAT) rate was reduced
to benefit from the consumers’ essential prod-
ucts. The retirement benefits (RB) act (1997) was
revised to enable citizen access to affordable hous-
ing as propagated in the housing pillar in the big
four agenda.

ii) KNCCI Uasin Gishu chapter
Kenya has 47 counties, Uasin Gishu county,
included and situated in Eldoret town, its main
administrative and commercial center. The main
economic activities in the County include vari-
ous sectors like large-scale farming and horticul-
ture, manufacturing, sports, and tourism. There
numerous medium and large scale industries,
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including Kenya Cooperative Creameries (KCC),
Doinyo Lessos’ Creameries, Rivatex Textiles,
Raiply Wood Factory, and Kenya Pipeline Com-
pany Ltd. Eldoret Town commercial business
district (CBD) is a hub of wholesale and retail
businesses as well as financial, healthcare, and
transport services.

Uasin Gishu County created a COVID-19
Response Committee composed of representa-
tives from the National Government led by the
County Commissioner and County Government
led by the Governor. The other members are
from the Ministry of Health and representatives
of the business community. Uasin Gishu County
Covid-19 response Committee has put additional
measures to ensure there is no spread of the virus
in the County. Among the actions being taken is
a requirement for all long-distance public service
vehicles to keep a record of all travelers because
it makes it easier to track all individuals should
any case be reported. According to Governor H. E.
Jackson Mandago, the County Government has put
up necessary infrastructure and support systems to
ensure minimum economic activity disruption in
the recent past.

The Kenya National Chamber of Commerce is a
Business Membership Organization with member-
ship across the country. The Chamber is the voice
representing the member’s diverse interests at var-
ious levels. They protect, promote, and develop
the business community’s interests by providing
an enabling environment to be competitive. There
is a chapter in each of the 47 counties in Kenya
consisting of business owners within the respec-
tive counties. The Uasin Gishu Chapter has been
operational since 2001, and its leadership is made
up of Directors representing different sectors of
the economy. The chapter is to formalize col-
laborations with Moi University to support the
business community through training, capacity
building, supporting agribusiness growth, setting
up incubator centers, and advocating sustainable
development. This report has been prepared jointly
by a team from Moi University and KNCCI Uasin-
Gishu Chapter to assess the region’s COVID-19
pandemic’s impact.

Mr. Willy Kenei, the Chairman KNCCI Uasin
Gishu Chapter & Businessman in the Health care
industry, the coronavirus is a significant threat
to business operations globally. Its impact on the
business sector in Uasin Gishu County has been
unprecedented and will continue to affect every
sector of the economy. The COVID-19 crisis is
coming when most businesses have been hav-
ing challenges with unpredictable weather patterns
and late rains in the last two years, affecting the
agricultural sector, which is the region’s main
activity. Most of the other businesses in the Uasin
Gishu region are either processing agricultural
produce or dealing in farm inputs. The crisis will
affect the area’s economic performance during the



year, and it may take longer for some businesses to
recover.

The study findings reveal how they have
been affected by the coronavirus crisis. Some of
the companies have either closed down, while
the majority are operating way below capac-
ity. Most businesses rely on daily sales rev-
enue to run their operations, and some busi-
nesses have bank loans, which they regularly
service. The chapter appreciates the team from
Moi University. They have assisted in compiling
the report on the coronavirus outbreak’s impact
and bringing out suggestions and recommenda-
tions for action by the various stakeholders. I
also appreciate the support from CIPE, our board,
and the Secretariat. The region’s growth will
require approval from the County Government,
National Government, and Non-governmental
players.

2 METHODOLOGY AND DATA
COLLECTIONS

A survey was conducted between the date 14th and
24th April 2020. There are more than 700 businesses
in the County; however, the target respondents were
400 members of the KNCCI Uasin Gishu chapter
whose contact details were readily available at KNCCI
offices in Eldoret. A survey research method was
used to collect primary data from KNCCI mem-
bers to gain information and insights into various
interest topics. A survey research design was cho-
sen to reach a large portion of participants in KNCCI
members.

Quantitative data was used because of the stan-
dardized procedures that ensure that each respon-
dent answered the questions to avoid biased opinions
that could influence the research outcome. The pro-
cess involved asking for information through online
(Weigold, Weigold, and Russell 2013). However, with
the arrival of new technologies during the pandemic
period, the questionnaire was distributed using digi-
tal media such; social networks and respondent email
with the help of KNCCI.

3 RESULTS AND DISCUSSION

The members operate a wide range of businesses
within Uasin Gishu County. Responses from 145 busi-
ness owners were received, giving a response rate
of 36%. Among the respondents, 74% had opera-
tions with Eldoret Town CBD, while 26% operated
from premises outside the CBD. The respondents
were evenly spread across all the sub-counties:
Turbo — 29, Kesses — 28, Kapseret — 24, Ainabkoi —
20, Soy — 18, and 13 from outside the County.
The details of the distribution were presented in
Figure 1.

Ainabko

Outside
Uasin
Gishu / .
9% Moiben Business by
9% Location
Figure 1. Business enterprises location in UG county.

i) Size of business and period of operation
Regarding the size of the businesses, the survey
indicated that 45% (65) had less than five employ-
ees, 27% (39) had between 6 and 10 employees,
20% (29) had between 11 and 50 employees, and
only 8% (11) had more than 51 employees. In this
respect, most enterprises’ spectrum falls in micro
small and medium enterprises (MSME).

No 11-50
response persons
1% 20%
51
Less persons
than 5 & above
persons 7";‘;"0
45%

~ Size of Business

Figure 2. Size of business.

The study revealed that 55% (80) of the busi-
nesses had been in operation for more than five
(5) years in the operation period. It implies that
indicatively that the enterprises have stabilized.
Those who had been in operation for less than one
year were 8% (12) of the respondents.

0-6

Syrs & mnths
above 8%
55%
3-5 yrs Operation
14% Period

Figure 3. Period of business operation.



ii) Source of finance Effect of Outbreak

The survey sought to find out the primary source of 45%

finances used for running the business operations. 29%

The majority (74%) of 1 07 businesses indicated 584

that they relied on sales revenue (41%) and loans ’ o
(33%). Only a small percentage indicated that they . - 2

relied on savings, shares, or equity for running
their operations. Therefore, the disruptions caused
by travel restrictions and curfew on their everyday
business operations have severe implications on
the business’s survival.

Completely Operating at Operating at Operating at
Closed down 25% about 50%  about 75%
operations  Capacity capacity capacity

Figure 6. Effect of outbreak.

Other Saving iv) Effect of the outbreak on different sectors
2% S The COVID-19 pandemic had impacted several
% sectors in the economy; therefore, no industry in
all the businesses was operating at 100% oper-
ations. Analysis of each sector’s effect was con-
ducted to explain the impact of the industry. The
most affected sector is the hospitality, which has
seen some either closed down or operating at less
than 25%. The manufacturing, construction, real
estate, and ICT businesses work at varying levels,
Equity mostly between 25% and 50%. Some had clqsed
30, S f Fi down already. Most of the health care establish-
s ource o mance ments and a few in manufacturing are operating at

. ) above 75%.
Figure 4. Sources offinances. The retail and transport sectors were partially
operational but facing a significant drop in sales
Employee Lay-':lff and the implementation of COVID-19 contain-
ment measures (Chinazzi et al. 2020). CBD’
business stalls and microenterprises experienced
fewer sales as consumers spend on essentials, non-
perishables, and fast-moving consumer goods.
Mama Mbogas, particularly those who were well-
26% positioned, are benefiting from sales of fresh fruit
14% and vegetables. However, this depends on the con-
tinued supply of their produce from the farmers. In
I . the agricultural sector, those businesses that deal
o with agribusiness and processing face challenges
due to collections of inputs and market access. The
Maybe Yes No details on the impact of the outbreak on different
sectors are provided in Figure 7.

Sales
revenu
e
41%

Shares/

60%

Figure 5. Employee layoff.
Effect on Different Sectors

i) Effect of the outbreak on the businesses operations = Completely Closed down operations
The survey found 42 businesses already closed Operating at 25% Capacity
down completely, while 65 were operating at 25%

. . ; m Operating at about 50% capacit
capacity, 28 at 50% capacity, and only ten are still RSB0 G

running at close to 100%. Among the businesses 100% Operating at about 75% capacity
surveyed, 87 have laid off some employees, 37 80%
are currently considering layoffs because of the 60%
corona pandemic, while 14 (12%) are still having 40%
all the employees. Implying that about 86% of the 20% NI [I “ J ] |
businesses may lay off employees owing to the 0% — - .
pandemic. The number of employees who have e QEEFEFIEF L
either been laid off or on leave by the 145 firms =2 2352858 = = g
was reported to be 1,416 employees. This indicates g. 8 2238 E g 27
that in the 700 businesses in Uasin Gishu, more a g E o & F z T =

o =S 0 )

than 6,000 employees have been affected by the
pandemic. The details on business operation and
employee layoffs are provided in Figures 5 and 6.  Figure 7. Impact of the pandemic in different sectors.
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v) Challenges faced as a result of COVID-19

As aresult of containment measures, mainly travel
restrictions, stay home orders, curfew, and social
distancing, businesses indicated they face a wide
range of challenges. The study found challenges
listed in Table 1 below ranked above 3.92 on a scale
of'1-7, above the average of 3.5. The standard devi-
ations were high (2.08-2.39) since the challenges
affecting different sectors varied. The most press-
ing challenge is the travel restrictions followed
by the curfew, rent payments, and finance in that

vi)

taxes, levies, and workforce retention and risk
management obligations.

Expectations of business performance in 2020
The survey sought to find out from the business
owners their expectations of business performance
in 2020 compared to 2019. Overall, respondents
indicated that they expected their business’s poor
performance with a decrease of more than 20%
during 2020, as shown in Figure 7 below.

Expected Performance

order (Wang, Zhang, Zhao, Zhang, & Jiang 2020). 47.6%

The businesses in Kenya source their materials

from other regions and hence are facing material 21.8%

delivery delays. These are because the restrictions 15.3% 9.7%

had significantly reduced their operating hours, I ’ °I 6%1.6%2.4%
with most reporting that they had to close by I .
4.00 PM. Those in wholesale and retail businesses @ R O
usually run their businesses operated the whole .\\b“ q;,an ﬁ\"-" Pl il r?a“'
day but had to close by 6.00 PM. Most of the o &._)@\0 &0 é:o' &
companies operating from rented/leased premises & " & 6?_\%_\ & ¥
expected to pay rent at the end of are finding © Q< & A

it challenging to meet their rent/lease obligation
due to low business. The travel restrictions and
requirements for maintaining social distance have
also affected the marketing of products. Other
challenges that were identified included meeting

Figure 8. Expected performance of businesses in 2020.

The expectations of business performance dur-
ing the year varied across sectors and sizes of
business. The elephant - speaking truth to power-

Table 1. Ranking of different challenges. that workers are likely to be further exposed to
job losses and financial insecurity than those in
Challenges Facing the Std the micro and small enterprise informal sector
Enterprise (scale 1-7) Mean Dev. (Ndii 2020). However, most of the business sur-
Finance and liauidit a7l 529 veyed were formal and but were already facing
u . . L .
Workforee: Hl(llman y 39 556 experiencing operational challenges.
Resource/Staff/Employees vii) Businesses take new measures
Taxes and levies 4.22 2.08 The businesses have been called upon to take
Travel Restrictions 4.82 2.39 preventive measures by respective agencies in
Market Access o 4.69 2.21 response to the outbreak of COVID-19, and which
Restrictions on operating time 4.61 225 were still in operations reported that they had
Stock or Material Supplies 4.48 2.26 devised ts in their busi &
Marketing and Promotion 4.21 2.27 cvised new arrangements 1n thetr businesses to
Risk Management 4.59 213 mitigate the c_halle_:nges whlle S:omplylng Wlth
Rent payment 474 237 government directives, which included online
Curfew 4.66 2.28 business, 41%, house-to-house deliveries, or take-
away services 23% besides other measures 34%.

Table 2. Expected performance and size of business.
Expected Be Similar Decrease Decrease Decrease Increase Increase Unable
Performance Size to last by less than by less than by more than by less than by more than to
of Business year 20% 50% 50% 20% 20% judge
11-50 persons 1 5 7 11 1 1 3

3% 17% 24% 38% 3% 3% 10%
51 persons and above 1 0 2 4 0 2 2

9% 0% 18% 36% 0% 18% 18%
6-10 persons 0 3 9 21 1 0 5

0% 8% 23% 54% 3% 0% 13%
Less than five persons 1 7 14 30 1 1 12

2% 11% 22% 46% 2% 2% 18%
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The respondents reported that they were utiliz-
ing all communication forms to interact with their
suppliers and customers and employees who have
been required to work from their homes most of
the time. It is significate to note that only one
respondent had introduced a night shift in their
operations. Most of them had reported that they
had reduced the amount of credit accorded to their

customers.
New Business Measures
41%
34%
23%
] 0/0 . I

Night Shift Online House to Others

business house

deliveries

Figure 9. New measures undertaken by businesses.

4 SUGGESTIONS TO COUNTY
GOVERNMENT ON THE COVID-19

The respondents suggested the action of the Uasin
Gishu County Government to mitigate the impact. The
suggestions made included; reduction or eradicating
fees and levies; reduction of restrictions on move-
ment/ travel; public awareness and sensitization on
COVID-19; actions to cushion businesses on loans;
rent payment for premises and other business oper-
ations; as well as financing and related support to
businesses. Further suggestions were made for the
national Government to act.

i) County government fees and levies
A summary of the business people’s perceptions
regarding the county government’s actions con-
cerning levies on trading permits, cess on com-
modities, water bills and payment of rental tax,
and land rates are tabulated in Table 3 below.

ii) Restrictions on movement/travel

Responses from the business people on move-
ment are presented in Table 4. The respondents
suggested that businesses should operate within
the legal framework to access goods from other
companies across counties. This will enable them
to generate income to enhance their livelihoods
and hence be cushioned against price hikes. Also,
government departments that provide essential
services should be allowed to reopen, such as the
judiciary and lands office.

Table4. Restrictions on movement/travel by frequency and
percent.

Action required Frequency Percent
Allow the business to open 4 50
Allow movement of basics 2 25
cushion against price hiking 1 13
Access to essential services- 1 13
lands and judiciary

Total 8 100

iii) Sensitization on COVID-19
Responses on the actions that should be taken to
control the COVID-19 are presented in Table 5.
The results show that the majority (13, 54%)
want sensitization to occur, while (4, 16%) sug-
gest that provision of testing kits, protective gear
such as ventilators, Expansion of ICU bed capac-
ity should be allowed through means such as
importation. On random testing and increased
surveillance and security to reduce anxiety was
considered significant (2-8%) of the respondents.
Responses on team working suggest collaboration
of all agents involved in the already established
disaster management committees and working
with village elders to ensure human movement
is restricted and ensure that affected counties
are locked and to supplement/ support society’s

Table 5. Sensitization on COVID 19 actions by frequency
and percent.

Table 3. County government fees and levies by frequency

and percent. Action Required Frequency  Percent

Action required Frequency  Percent Education and awareness of 13 52
COVID 19

To waive/ scrap business license 8 33 Stay at home 1 4

fees Concentrate on finding a vaccine 1 4

Reduce license fee 7 29 too

Clear Pending Bills. 5 21 Avail food to the vulnerable 1 4

The government to increased 1 4 Collaboration and coordination 8

surveillance and security, reduce committees

anxiety. Provide protective gears 4 16

Implement procurement plans to 1 4 Do random testing, 1 4

give business to the private sector Increased surveillance, security, 2 8

Reduce land rates 1 4 assurance from Government to

Reduce charges such as water bills 1 4 reduce anxiety

Total 24 100 Total 25 100
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vulnerable members. Responses on other mea-
sures such as staying at home, concentrate on
searching for the vaccine, avail food to the weak
constituted 4 percent each.
iv) Actions required on loans

The responses on loans are presented in Table 6.
The results show that the majority (11, 52%) of
the respondents suggested that businesses should
be given unsecured loans to boost the firms after
the pandemic is over. 20% of the respondents
indicated that a stimulus package should be intro-
duced to support businesses; 10% suggested that
the repayment period be extended. In comparison,
5% respectively indicated that tax holidays and
reduction in parking fees be offered to business
owners.

Table 6. Actions required on loans.

Action Required Frequency  Percent
Avail unsecured loans to SMEs 11 52
Ease loan payments 2 10
Cushions Businesses through 1 5
giving tax holidays

Give stimulus packages 6 29
Reduce fees payable, e.g., 1 5
parking, licensing

Total 21 100

V) Rent payment for premises
The responses on rent issues are presented below.
The results show that the majority (86%) of the
respondents suggest that the government inter-
vene to freeze rent or give more time within which
rent should be paid until the economy is stable.
Regarding rental properties owned by the county
government, the respondents (14%) suggested
that rent be waived for the pandemic period. Some
landlords indicated that rental income is their only
income source, making it difficult for them to
either waive or reduce the rent.
vi) Other business operations
Responses to other business operations are pre-
sented in Table 7. The results show that most
(50%) of the respondents suggested that busi-
nesses remain open but comply with the reg-
ulations on COVID-19. 14% indicated that the
provision of essential services be guaranteed dur-
ing the pandemic period, with some suggesting
that they had experienced police harassment even
before the curfew time. Respondents indicated
that there is a need to reduce the cost of production
costs and unfair supplier prices.

MITIGATION MEASURES BY THE
NATIONAL GOVERNMENT

The covid-19 pandemic outbreak has affected nations
on all continents, therefore, calling for mitigation
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Table 7. Other business operations.

Action Required Frequency Percent
Allow businesses to operate at 7 50
50 percent just like matatus and

hotels

Stop harassment before curfew 2 14
times

Create online jobs or else to 1 7
employ us on shifts

Provision Electronic services 2 14
Reduction of production cost 1 7
for essential products

Profound control over supplier 1 7
unfair price increase

Total 14 100

measures (Ebrahim, Ahmed, Gozzer, Schlagenhauf,
& Memish 2020). On the tax issue, respondents sug-
gested that a significant reduction of all taxes should
be made to enable the businesses to again.

1) Financing and related businesses support
Responses on the actions that should be under-
taken concerning the financing of businesses are
presented in Table 8 below. Results on the per-
ception of the respondents (5, 50%) how that they
want the government to amend the law to make
banks flexible in the lending practices, as a strat-
egy of the government protecting businesses from
collapse and mass unemployment, to provide sup-
port to the low-income groups and to incite a
stimulus program to support businesses. Respon-
dents (2, 20%) suggest that companies should be
kept to restock their enterprises. The respondents
(3, 30%) indicated that loans should not earn inter-
est else the central bank should reduce interest
charges on interest rate charges.

Table 8. Financing & related business support.

Required action Frequency Percent
Financing support 2 20
Central bank to consider the 3 30
reduction of interest rates on

loans.

National Government action 5 50

on the support

Total 10 100

ii) Perceptions of lockdown
Responses on the lockdown are presented in Table
9. The results show that most (6, 46%) of the
respondents wished that a total lockdown be done
to control the virus’s spread and manage it quickly



and thoroughly. Some of the respondents (3, 23%)
suggested that the curfew should have conditions
and laid down procedures then ultimately be lifted.
The respondents who didn’t want the lockdown
were 2, 15%. They argued that adherence to social
distancing was enough, and the sale of alcohol
should be allowed. Those respondents who sug-
gested that the lockdown is for 21 days were
8 percent while those offering curfews be also
extended 8 %.

Table 9. Perceptions of lockdown.

Action required Frequency Percent
Lockdown 6 46
Enforce a lockdown for 1 8
14 days

Curfew hour to be extended 1 8
t0 9.

Lessen the trade restrictions, 3 23
e.g., curfew

Let us businesses operate with 2 15
compliance

Total 13 100

iii) Other measures to be taken

Responses on other measures were presented in
Table 10. The results show that most of the respon-
dents suggested that the government reduce the
effects of Covid- 19. Other respondents viewed
it as a growth opportunity, felt the police harass-
ment affected supplies. Some also expressed that
the government should build program livelihoods
to support the vulnerable and underprivileged in
society.

Table 10. Action required by frequency and percent.

Action Required Frequency Percent
Cushion the business 6 60
community

The crisis itself is a growth 1 10
opportunity

Police harassment affected 1 10
supplies

Mass testing should be 1 10
conducted

Support the needy 1 10
Total 10 100

6 CONCLUSIONS

Based on study findings, concluded the majority of
businesses in Uasin Gishu County operated within
Eldoret town. Most of them have less than ten (10)

employees and can be categorized as micro small
and medium-sized enterprises (MSME). Commonly,
enterprises have also been in business for more than
five (5) years. Indicatively most of the companies rely
on sales revenue for operations. Their primary source
of capital is savings, debt, and equity.

COVID-19 pandemic has had unique effects on
the business environment globally. It has seriously
affected the operations and functioning of enterprises
to the extent of threatening their very survival. For
example, in Uasin Gishu County, the members of the
KNCCI have intimated that their sales have dropped
significantly due to travel restrictions, stay home,
social distancing, and curfew orders, which triggers
a reduction of traffic along commercial thorough-
fares, drastically sinking consumption of goods and
services.

During the period of the pandemic, it was reported
that some businesses had closed completely (9%);
most of them are operating at 25% capacity; some
are operating at 50%, while a few still run at 100%
capacity. The hospitality industry is the worst affected,
followed by manufacturing, construction, real estate,
and ICT. The businesses project a grim performance
for the year 2020 compared to 2019 due to the sit-
uation created by the COVID-19 pandemic crisis.
Some businesses have resorted to carrying out their
business online and engaged in-home deliveries. Man-
aging social distancing for customers and employees in
their premises, awareness creation about the pandemic,
and providing sanitization facilities (Chinazzi et al.
2020).

The study that demand for some products existed.
However, it was difficult for businesses to supply
them due to the stringent COVID-19 health and safety
measures. Some supply chains have been disturbed
and rendered limited, while others have become inef-
fective. Exporters in the agribusiness industry, par-
ticularly those dealing with horticulture, have been
the worst hit. Despite good production, they cannot
deliver their produce to international markets due to
the complete lockdown of international air transport
besides their international customers’ inability to buy
the product due to global economic downtime. Aris-
ing from this situation, the risk of these businesses
failing due to their failure to meet their obligation,
and eventually losing their key markets becomes a
reality.

Micro and small and medium-sized enterprises’ sur-
vival seems to be most threatened to owe to their
dependence on demography of customers who rely on
daily wages. These kinds of customers may have had
taken wage-cuts or may even have lost their jobs due
to their employers’ inability to support them due to the
pandemic.

The study established that businesses during the
pandemic are unable to honor their obligations owing
to low sales. This has affected existing employment
relationships. The remuneration of employees has been
involved, with some businesses considering salary cuts
for its employees. Other companies have resorted to



releasing part of its workforce, mostly casual laborers,
with others delaying salary payment.

Similarly, some businesses have experienced chal-
lenges in complying with their tax obligations. Com-
panies, on the other hand, should develop strategies
for mitigating potential tax liabilities. Besides these,
businesses have had challenges meeting their rent and
leasing obligations.

7 RECOMMENDATIONS

The resulting context requires crafting mechanisms
for businesses and government (both County and
National) through relevant agencies to co-create solu-
tions and develop best practices that can lessen coro-
navirus’s effects on the business sector. It is also
necessary for these agencies to build a support sys-
tem and mechanisms for resilience and adaptation for
vulnerable enterprises across supply and value chains
and citizens.

Towards this end, the government should create a
disaster stimulus fund to revive businesses primarily
affected. Pay daily wages for the elderly, marginalized,
and underserved population; a cash transfer system
should be developed and executed during the pandemic
to spur consumption and therefore buoy up demand for
essential goods and services, thus keeping businesses
afloat.

Further, it will be necessary to develop and imple-
ment emergency policies that will ease the pro-
duction and consumption of locally manufactured
goods and services. This is expected to substitute
imports and, through upscaling, make local enter-
prises build export orientation. Such policies should
target the utilization of local resources and easing
the process of importation of manufacturing inputs.
The result is building local production capacity,
creating employment, utilizing local resources, for-
eign exchange savings, and the Kenyan economy’s
independence.

As part of the economic stimulus, the government
needs to consider tax relief or reduction and possibly
waive administrative fees for individual key businesses
that provide necessary goods and services. Besides, it
will be important for the government to increase subsi-
dies for vital and essential programs to spur economic
activities.

The government together with other stakehold-
ers, needs to seek partnerships and agreements to
support businesses through the access of long-term
low-interest financing and interest-free LPO financing
for international markets, which shall enable traders
to expand their sourcing markets and have access to
capital.

Through relevant training and research, stakehold-
ers must imprint entrepreneurial life skills and knowl-
edge to survive in such tumultuous situations. Further,
similar problems will be dealt with in the future by
developing and executing risk management strategies
that effectively serve their business
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. To cushioning businesses from severe effects on
its operations and functioning, possible government
stimuli must stabilize and maintain the business envi-
ronment’s integrity. It is also crucial for both National
and County Governments to create a great atmosphere
and opportunities for businesses to manufacture per-
sonal protective equipment (PPEs), necessary medical
supplies, and equipment such as ventilators to sup-
plement imports. The Jua Kali sector can take centre
stage in innovating and production of some medical
equipment.

Finally, the requirement for hand washing and
sanitization if expensive for small enterprises. This
requires support from especially county governments
by ensuring a continuous supply of water and subsi-
dizing the cost of water. It is also recommended that
there is a need to install UV light and fumigation san-
itization systems in strategic locations in urban areas
to ensure the containment of the virus and build public
confidence.
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ABSTRACT: Of the 17 UN Sustainable Development Goals (SDGs) adopted as global goals from 2015 to
2030, Sustainable Development Goal #12 on Responsible Consumption and Production has been described
by some as the “heart” of the Goals: our production systems are central to meeting our human needs and
aspirations along with important dimensions of human well-being (SDGs #1-5); they shape and organize our
economic practices, our choice of material inputs, and their efficient and effective long-term sustainable use
(SDGs #6-11); they also ensure whether or not we live within the carrying capacity of our natural ecosystems
and whether these systems are healthy and resilient (SDGs #13-15). Yet in addition to these social, economic, and
environmental sustainability goals, SDG 12 is central at a deeper cultural level. It enables (and is enabled by)
peace, justice, and strong institutions (SDG 16), and motivates new productive partnerships between a variety
of organizations at all geographic scales (SDG 17 on “Partnerships for the Goals”). This paper explores the
cultural dimensions of SDG 12 through its potential for a whole institution approach on university campuses. In
particular, its role in reshaping university governance and scholarly identities (particularly around the concept
of sustainable livelihoods and political dimensions as discussed by lan Scoones (2015), understandings of
scholarly impact, and greater inclusivity of our disciplinary specializations (through living laboratories and
development of transformative technologies) are explored. The University of Regina in Saskatchewan, Canada,
is then used as a case study to illustrate these cultural dimensions in the recent development of its strategic plan
and living laboratories on campus. The paper demonstrates that a traditional sustainable livelihoods approach to
development can be used to create a new sustainable scholarly livelihood identity on campuses. This new scholarly
identity allows for substantive transformations in university governance to advance campus sustainability, address
core livelihood anxieties within communities, and develop key innovations in the scholarship of sustainable
livelihoods.

Keywords:  sustainable consumption and production, sustainable development goal 12, sustainable livelihoods,
cultural sustainability, whole-institution approach, whole-university approach, university governance, living
laboratories.

1 INTRODUCTION we recognize the diverse productive capacities held by

each organizational type. These organizations include

In 2015 the United Nations adopted 17 Sustainable
Development Goals (SDGs) to advance the global
development agenda from 2015 to 2030, replacing
the earlier Millennium Development Goals (2000—
2015). As “global goals,” they focus on both developed
and developing countries mobilizing governments at
multiple geographic scales including national, state,
provincial, regional, and local governments. Other sec-
tors, however, are also willingly contributing to these
goals—something central to achieving the SDGs if
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the business sector, non-governmental and other civil
society organizations, faith organizations, and pro-
fessions. Concerns, however, have been raised that
the achievement of the SGDs might be substantially
impaired due to the impact of COVID-19 that has
exposed significant weaknesses and lack of resilience
in the global economy. Attempts are being made to
get the economy “back to normal,” reflecting pre-
COVID-19 days, despite the unsustainability of this
earlier system. Depressed markets and lack of invest-
ment (particularly in least developed countries) have
created fragile businesses, heightened government and
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citizen indebtedness, and loss of individual and cor-
porate resources for charitable giving to non-profit
organizations and faith communities. These recent
developments have undermined what had been seen
as organizational pillars in achieving the SDGs. With
the impairment of global production systems, SDG 12
on responsible (or sustainable) consumption and pro-
duction (SCP), viewed, by some as being “at the heart
and soul” of the 2030 Agenda (Paul 2018), have taken
even greater prominence.

A key organizational sector, however, that perhaps
has more resilience due to its traditional counter-
cyclical nature to economic activity and its own
organizational autonomy is Higher Education (see
Petry & Ramkat 2019). Even prior to the COVID-19
crisis, Higher Education (HE) already had been rec-
ognized as having important contributions to make to
the SDGs through its knowledge production and dis-
semination activities. Longstanding global scholarly
organizations, such as the United Nations University
(UNU, established in 1972) and the International Asso-
ciation of Universities (IAU, established in 1950), for
example, had mobilized university-led initiatives to
generally advance sustainable development and now,
more specifically, the 17 SDGs. Strategic initiatives
include the UNU’s Regional Centres of Expertise
(RCEs) on Education for Sustainable Development
(ESD) and the IAU’s Global Cluster Higher Education
and Research for Sustainable Development (HESD),
established in 2019 (IAU 2020; UNU 2020). In both
cases, integrative approaches have been sought: a
“whole-institution approach” for universities in the
case of the IAU initiative, and a “regional approach”
integrating Higher Education and community part-
ners in the case of RCEs. Such whole-institution HE
approaches recognize the significant unknowns asso-
ciated with how to achieve sustainable development,
thereby acknowledging the prudential need for inclu-
sion of the full range of scholarly disciplines. They also
recognize the value of participation of entire organi-
zations beyond the domains of traditional scholarship
(e.g., staff, administrators, alumni) and the value of
partnering with other organizations in effective and
efficient resource mobilization. In part, this is again
tied to the uncertainty of such investments, both in
terms of how to best meet the multiple dimensions
of well-being of populations in diverse ecological and
social contexts in the present generation, much less for
future generations.

But a whole-institution approach within universi-
ties faces multiple challenges. These are sufficiently
substantial that individual scholars historically have
sought to create innovations in scholarly methods
outside the traditional academy, such as the Royal
Society of London (that gave rise to modern science)
and the formation of the Trilingual Colleges (that
gave rise to the humanities in Northern Europe; see
Petry 2014). Some of these academic barriers are his-
toric, such as commitments to disciplinary centered
research (vs. inter/multi/trans-disciplinary community
engaged research) and traditional scholarly outputs

29

(such as books and journals) that constrain research
and teaching from being measured, in part, by its trans-
formation impact on development patterns for sus-
tainability. Some of these academic barriers, however,
are historically more recent, such as the corporati-
zation of the university over the last three decades
(Polster & Newson 2015). This corporatization has
led to the erosion in collegial governance through
the centralization and growth of university adminis-
trations whose focus includes the commercialization
and privatization of knowledge to support particular
industrial and high tech sectors through new prod-
ucts and services. Some disciplines have been eroded
through the focus of resources on particular disciplines
viewed as valuable in the knowledge economy (such as
STEM disciplines). The scholarly profession is itself
being dismantled. This unbundling includes the hir-
ing of precarious academic labor solely for teaching,
research-only faculty, and the assertion of organiza-
tional control of intellectual property scholars generate
(either by private companies or university adminis-
trations) to generate revenue. The reengineering of
universities and their scholarly outputs to serve the
economic needs of business (including universities
seen as businesses) and government for short-term
economic growth and the profitability of existing for-
profit entities only reinforces the existing patterns
of unsustainable development. Global market produc-
tion does not significantly factor in those principally
left out of the market (poor and marginalized indi-
viduals and communities who have little money with
which to consume), much less not yet existing future
generations and non-human species that can effect lit-
tle (or no) market demand (at least on their own).
Yet these three areas are the primary focus of sus-
tainable development. What is also precluded is a
scholarly focus on the best types of scholarly questions
enabled through traditional academic freedom and the
investigator-driven pursuit of knowledge. In the case of
education for sustainable development (ESD) it would
be those questions that lead to the most highly trans-
formative knowledge, innovations, and dissemination
techniques for sustainable development—whether or
not this occurs through existing market organizations,
traditional patterns of investment and employment,
or even markets at all. Scholars need to consider
that some of the better (or perhaps best) forms of
sustainable development may rely on new, not yet
existing firms (including small and medium sized
enterprises (SMEs) or co-operatives), non-business
organizations (such as government, households, or the
non-profit sector), or non-market activities (such as
volunteerism).

If universities as a whole are to be mobilized for sus-
tainable development, a whole institutional approach
must engage the deeper cultural dimensions of the
university. It is these cultural dimensions that both
unify universities as organizations while protecting
diverse forms of scholarship. The foregoing suggests
that earlier scholarly identities relying on academic
freedom and collegial governance, both informing and



modeling ideas of free citizenship within democra-
cies, have been inadequate to resist corporatization and
the growth in centralized administrations (particularly
entrenched with centralized organizational responses
to the COVID-19 crisis). Some new scholarly iden-
tity needs to reconcile older scholarly institutions
while taking seriously the market forces shaping the
corporate university and the social, economic, and
ecological imperatives of sustainability. A relatively
new identity (from a historic perspective), that of
“sustainable livelihoods” (SL), has emerged since the
early 1990s (Scoones 2015, p. 5-9). The “sustain-
able livelihoods approach” (SLA) has been applied
to development principally in the non-university con-
text of international development (such as rural areas
in developing countries; ibid., p. 11-13). It will be
argued that SLs as an identity within the academy
would allow universities to embrace their traditions
of academic freedom and collegial governance while
addressing in a robust way their embeddedness in
market norms and corporate institutional frameworks.
Case studies will be used to illustrate how a new
identity of “sustainable scholarly livelihoods” (SSLs)
can create the individual and organizational assets
and capabilities needed by scholars to directly engage
the more promising avenues of research, teaching,
and service to achieve the sustainable development
goals.

2 LITERATURE REVIEW AND
TERMINOLOGY

As a starting point there are two general research ques-
tions that this paper seeks to explore: can a Sustainable
Livelihoods Approach (SLA) be used in the context
of the corporatized university to alter its institutional
arrangements and “production and consumption” of
scholarly materials to strengthen the traditional schol-
arly identity (tied to individual academic freedom
and collegial university governance) through a new
identity of Sustainable Scholarly Livelihoods (SSLs)?
Secondly, how might a university be restructured to
advance this shared identity to enable innovation for
responsible (sustainable) consumption and production
within and outside the university context? A review of
the scholarly literature combining the concept of “sus-
tainable livelihoods” with “university governance”
and/or “scholarly identity” indicates that the sustain-
able livelihoods approach has not been employed as a
conceptual tool in framing debates in either of these
other two areas. This is despite extensive and ongo-
ing publications related to each separately. As will be
discussed later, Petry, a co-author of this paper, pro-
posed the merits of such an analysis in the conclusions
of a paper in 2018. This paper seeks to advance this
current gap in scholarship.

Prior to elaborating on the concept of SLs, it is
important to recognize how the terms “institution” and
“organization” are being employed. Douglas North
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(1990) argued that institutions should be understood
as “the rules of the game” with organizations as “the
players.” More generally, this paper follows new insti-
tutionalism theory that sees institutions as “sets of
rules, decision-making procedures, and programs that
define social practices, assign roles to the participants
in these practices, and guide interactions among the
occupants of individual roles” (Young 2002, p. 5).
These institutions or rules are those that are actually
practiced (vs. codified rules in documents that are not
actually followed). Universities themselves are under-
stood as organizations, namely, “material entities with
employees, offices, equipment, budgets, and (often)
legal personality” (ibid.). New institutionalism has its
own evolution as a disciplinary study with shifting
emphases on institutions as a means of understand-
ing organizational efficacy in achieving wider social
goals, to examinations of institutions in their own right,
to a return in focus on the organization as the key
concern and level of analysis (Greenwood, Hinings, &
Whetten 2014, p. 1207-1211).

This paper chooses not to take sides in this theoret-
ical debate in light of the research questions posed. To
the extent we are concerned with responsible (or sus-
tainable) consumption and production, institutions as
rules are constitutive of and shape the actual scholarly
productive practices within universities. This focus on
institutions shaping complex and interrelated systems
of rules is implicit in UNESCO’s (2014) definition
of whole-institution approaches: “Whole-institution
approaches encompass mainstreaming sustainability
into all aspects of the learning environment. This
includes embedding sustainability in curriculum and
learning processes, facilities and operations, interac-
tion with the surrounding community, governance and
capacity-building” (p. 30). On the other hand, the mer-
its of mobilizing the actual resources of the university
as organizational wholes by linking its organizational
structures or functional units to advance SDG 12 (and
the 17 UN SDGs more generally) demands, simul-
taneously, an organizational focus. McMillan and
Dyball (2009) discuss the importance of a “whole-of-
university approach” to sustainability that “explicitly
links the research, educational and operational activi-
ties” of the university, “engag[ing] students in each,
rather than confining their education solely to the
classroom” (p. 56). Both an institutional and orga-
nizational focus are also key elements of a SLA (and
as will be seen, a Sustainable Scholarly Livelihood
Approach (SSLA)). For example, institutions shape
the livelihood strategies one might pursue (including
one’s access and claims to resources and how they
can be used) while organizations (through their col-
lective actions and allocation of resources) can act
as both barriers to livelihoods or can create mutually
reinforcing livelihood strategies. Sustainable liveli-
hood frameworks, such as that of Scoones, commonly
have “institutions and organizations” as part of their
modeling given how these influence “access to liveli-
hood resources and composition of livelihood strategy
portfolio” (2015, p. 36, Figure 3.1).



3 METHODOLOGY

In seeking to advance a whole-institution and whole-
university approach to advancing the SDGs in univer-
sities this paper chooses to employ the concept of SLs.
This choice needs to be defended in light of the range
of options one might choose as proposed “drivers of
the integrative process” (terminology used by McMil-
lan & Dyball 2009, p. 58) needed for these wholistic
approaches. Other drivers could include, for exam-
ple, the implementation of high-level organizational
policies for sustainable development putting in place
specific institutional rules (say, around sustainable
procurement) or the creation of new organizational
structures, such as staffing a campus sustainability
office. In an earlier publication, Petry (2018) a co-
author of this paper, raised a number of skeptical
questions about the necessity and adequacy of campus
sustainability policies and organizational resourcing
of dedicated sustainability offices through centralized
administrations. While these arguments will not be
reintroduced here they point to the need for further,
alternative drivers of integration. In his concluding
remarks Petry introduced the potential of a SLA as
a lens for critiquing and reforming specific university
policies, especially in response to university corpo-
ratization (ibid., p. 9-11). However, this, effectively,
was still seeing the needed intervention at purely a
policy governance level. This paper seeks to illus-
trate how a SLA can transform universities at a much
deeper, more profound level when employed as part
of a values framework that seeks to shift the entire
culture of modern universities, adjusting scholarly
institutions and organizational activities and resourc-
ing to support the ethical concerns implicit within
a SLA.

To intervene at this cultural level within a partic-
ular kind of organization (in this case universities),
we need to understand what is captured by the con-
cept of culture more generally. Sutter (2016) citing
Worts (2006, 2011), defines culture as “a pervasive
and evolving suite of values, beliefs, attitudes and
behaviours” (p.3). Sutter then draws upon the work
of Dyball and Newell (2015) to talk about the impor-
tance of culture in advancing sustainability: “culture
can provide an effective perspective for sustainabil-
ity work, because it is rooted in the values that
drive our individual and collective behaviours, and
it responds and contributes to the complex systems
that govern so much of our increasingly globalized
world” (ibid.). This, in turn, necessitates “events and
opportunities that encourage cultural reflection...at
both individual and collective levels if humanity is
to remain in sync with the changing world” (ibid.).
It will be argued and illustrated through two avenues
that a SLA provides an appropriate set of questions
needed for the cultural reflection and organizational
and institutional transformation within universities to
advance sustainable development at this time. SLs as
a new sharable identity for scholars also provides an
important means to preserve the important cultural
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heritage tied to traditional scholarship, including its
non-formal, intangible dimensions.

If there is a central contribution of SLs to enrich-
ing the culture of universities it is at the level of
values, particularly those that are foundational and
shared across the academy that inform a shared schol-
arly identity. For example, the earliest universities
embraced the methods of argument of the ancient
philosophical academies with the expectation that
beliefs would be formulated, supported by, and eval-
vated against rational standards. Scholars also value
reproducible and rigorous scholarly methods (such as
the scientific method) that are the basis for accept-
ing new disciplines into the university. To these might
be added the value of the skepticism scholars apply
when studying and interpreting written texts (some-
thing championed by the early humanist scholars).
Scholars also share ethical values implicit in the ethical
criteria employed when approving research, especially
research involving humans and other living organ-
isms. With the advent of the corporate university,
core values around academic freedom, investigator-
driven pursuit of knowledge, and collective resourcing
towards answering “the best questions” (as deter-
mined through processes of collegial governance) have
received considerable attention, in part, due to their
erosion.

What particular value, then, might SLs contribute to
the scholarly identity in response to the corporatization
of the university, the dominance of market organiza-
tions in the global economy, and the call of SDG 12 to
advance more responsible and sustainable patterns of
consumption and production? For those not familiar
with the academic literature around livelihood analy-
sis (including the components of a livelihood) and the
normative values implicit in sustainable livelihoods
it is worth noting briefly that livelihoods capture the
diverse ways one makes a living (for a good overview
see Scoones 2015). While government policy mak-
ers frequently focus on formal employment generation
as the primary end of public policy (and a key way
we are to make a living), livelihoods themselves are
more than a job and potentially involve a diverse set
of market and non-market strategies. A diverse set
of market roles are also incorporated into the typi-
cal analysis of individual livelihoods. Here one acts as
an owner and investor in one’s own assets (including
one’s human capital), as a board of directors set-
ting the livelihood outcomes one chooses to pursue,
as a manager of one’s resources or assets (includ-
ing one’s own labor) in advancing livelihood strategies
to achieve these outcomes and mitigate risks, and as
an autonomous corporate entity that contends with
other livelihoods and organizations, while concerning
itself with the fotal stocks of natural, human, social,
physical, and financial capital upon which one’s own
livelihood strategies depend. A sustainable livelihood
generalizes (or universalizes) one’s concerns for one’s
own livelihood improvement to include those of others
(especially the most marginalized and future gener-
ations), thereby establishing ethical boundaries and



opportunities in choosing specific strategies. An early
definition of SL by Chambers and Conway (1992)
reflects both these pragmatic and normative or ethi-
cal concerns: “[a] livelihood is sustainable when it can
cope with and recover from stresses and shocks, main-
tain and enhance its capabilities and assets, and provide
sustainable livelihood opportunities for the next gen-
eration; and which contribute net benefits to other
livelihoods at the local and global levels and in the
short and long term” (p. 6).

While it might be sufficient to see a SLA directly
engaging the culture of markets and corporate entities
(including corporatized universities) by employing
their roles and conceptual tools this, in itself, does
not address the deeper question, namely the moti-
vation(s) that underlie this market culture. Do SLs
fulfill or address these deeper motive(s) at the heart
of market culture? Here early comments by Aristo-
tle (1946) in his Politics are helpful. At a time when
markets were gaining prominence, Aristotle was try-
ing to make sense of what motivated some to pursue
unlimited acquisition of wealth through retail trade,
levels of wealth that went well beyond what they
needed to meet the needs of their own households
(p. 25-26; 1257b—1258a). For Aristotle merchants
engaged in this kind of acquisition were motivated
differently from those who transacted as traditional
managers of the household, thereby acquiring materi-
als needed to fulfill basic human needs that contributed
to well-being—a form of wealth acquisition that had
limits. Instead those engaged in retail trade were moti-
vated by “a general anxiety about livelihood” (p.
26; 1257b), an anxiety that lent itself, in Aristotle’s
view, to limitless acquisition of wealth. While a SLs
framework ordinarily incorporates the fulfillment of
basic human needs in its set of livelihood outcomes
(the concerns of Aristotle’s household manager), the
framework itself deals much more profoundly with
addressing livelihood anxiety generated by a range
of uncertainties from one’s livelihood context beyond
one’s control. These include whether there is pre-
dictable access to assets (or resources) from which
to construct one’s livelihood strategies, the hazards
to which these assets are exposed, changing capa-
bilities shaping one’s viable livelihood strategies tied
to shifting institutional and organizational contexts,
uncertainties in managing various livelihood activities
to produce outputs (e.g., goods or services), whether
or not these outputs achieve one’s desired livelihood
outcomes (e.g. desired components of well-being),
and whether, ultimately, one’s chosen livelihood out-
comes are even well founded. All of these uncertainties
compound one’s livelihood anxiety. Yet strategies to
advance sustainable livelihoods in a wholistic way
can realistically relieve all these anxieties, likely more
constructively than the unlimited resource acquisition
exhibited by Aristotle’s merchant class.

That this livelihood anxiety is a central concern
of our times, particularly in an area of high levels
of joblessness—even before COVID-19—will not be
argued for here. Addressing this anxiety is a shared
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motivation for those engaging in market activity and
is reflected in modern, for-profit corporate structures
that also seek to amass wealth without limit. Yet even
if livelihood anxiety is generally held, can a SLA be
successfully integrated into the basic culture of uni-
versities—especially in light of the relative lack of
structural uptake of the SLA elsewhere? Even in areas
where it has been employed (such as development
agencies seeking to advance rural agrarian liveli-
hoods especially in developing countries—a focus of
Scoones (2015, p. 11)), Universities are a very differ-
ent livelihood context. In order to answer the general
research questions of (1) whether a SLA can be used
to create a new (and viable) Sustainable Scholarly
Livelihood (SSL) identity and (2) how the corporatized
university might be restructured to advance this shared
identity for innovation for sustainable consumption
and production, two avenues will be explored. The first
avenue provides general argumentation for the via-
bility of implementing a SLs identity in universities,
restructuring their institutions guiding their production
processes and the organization itself through changes
in governance. This will be done by addressing four
core political areas of the SLA identified by lan
Scoones (2015) needing to be addressed to revital-
ize livelihood analysis in a given context (p. 110).
These are “the politics of interests, individuals, knowl-
edge and ecology” (ibid.). The second avenue looks at
a particular university case study—the University of
Regina (U of R), in Saskatchewan, Canada—to illus-
trate the universities engagement of sustainability at
a cultural level, both at the level of the entire organi-
zation and also in a particular area of production and
consumption. Here the university’s most recent strate-
gic planning process is presented to illustrate how the
wholistic mobilization of the general membership of a
campus can occur attentive to its shared cultural con-
cerns while addressing the 17 SDGs. A specific goal
emerging from this plan, the development of campus
living laboratories is then discussed in light of existing
U of R programs focused on the sustainable produc-
tion and consumption of food on campus that sustain
diverse livelihoods.

4 RESULTS AND DISCUSSION
4.1 A sustainable livelihood approach to
revitalizing the scholarly identity in universities

The previous discussion has suggested that a core
motivation for pursuing sustainable livelihoods is to
address various types of anxiety about livelihood. If
we are to implement the ethics of SLs within the
cultural context of universities, thereby shaping its pro-
duction and consumption processes, we need to step
back to first ask, what is the core value(s) shaping
the current scholarly identity that informs these schol-
arly institutions and processes? While some of these
have already been outlined, one underlying core value
that informs the need for investigator driven pursuit
of knowledge is that of curiosity or wonder, whether



about practical or theoretical questions. This curiosity
shapes the research questions that mobilize entire pro-
cesses of scholarship. The individual quest to satisfy
one’s burning questions alongside others in an aca-
demic community is guarded by scholarly institutions,
such as academic freedom and tenure, and organiza-
tionally through collegial governance. If this is a core
value (or perhaps the core value) of universities, the
ability to mobilize scholars to embrace SLs as part of
their identity will depend on how livelihood anxiety
within a scholarly context is currently being generated
in relation to this core value satisfying curiosity or
wonder is being jeopardized. This anxiety within the
scholarly community is then analogous to the grain of
sand that irritates the oyster to create a pearl. With this
tension in mind we can now address the four core polit-
ical areas Scoones identifies as needed for revitalized
livelihoods analysis (2015, p. 109-116), and consider
what would be done differently if campuses shared
commitments to “sustainable scholarly livelihoods”
(SSLs).

The politics of interests

Scoones’ “politics of interests” identifies how liveli-
hood opportunities are shaped by one’s interests but
that these interests are, in turn, shaped by “the struc-
tural features that define our own lives” (p. 110).
That curiosity has been a central, shared interest for
mobilizing resources within scholarly communities is
identified very early on. Aristotle in describing the
origins of the pursuit of theoretical knowledge (and
philosophy more generally) grounds it in a general
desire found in all humans to know things for their
own sake (1947, p. 243-249 (980a-983a)).While this
shared interest is embedded within the modern uni-
versity, as Scoones notes one also needs to consider
the broader political economy in which livelihoods (in
this case scholarly livelihoods) are situated. Scoones
points to impacts on livelihoods of “intense glob-
alization under neoliberalism,” which includes “the
appropriation of resources for livelihoods through
commodification and financialization” (p. 111). These
forces have led, in part, to features of the corporatized
university including the commodification of teach-
ing materials as well as research outputs (through
applying intellectual property rights to these outputs
and knowledge commercialization). The separation
of these ownable materials from the scholar, now
understood as a knowledge worker, leads to further
unbundling of the scholarly profession.

How might a SLA address this? Up until recently,
the integration of the scholarly identity was assumed.
All scholars were expected to do research, teach-
ing, and service (whether to the scholarly or wider
community). This meant that the scholar was highly
portable and self-sustaining. No matter what occurred
historically to universities as organizations (whether
plagues, fires, or barbarian invasions, etc.), the inte-
gration of this identity meant scholars could sustain
themselves as individuals and form new scholarly
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communities as needed while being generally wel-
comed as a resource by a new community. A SL
framework that takes as its start individual livelihoods
naturally scales down to that of the traditional “lonely
scholar” seeking answers that satisfy his or her own
curiosity. This points to the need to reintegrate the
individual scholarly identity. The rebundling of the
scholarly identity necessitates the rejection of uni-
versity contractual relationships that remunerate only
one element of the scholarly identity (whether it be
just research, teaching, or administrative service). In
the classroom, such rebundling would also view stu-
dents as teachers and faculty as learners. Scholars
have also traditionally sustained their scholarly activ-
ities through shared assets, including their libraries
and learning spaces (such as laboratories). In response
to corporatization and commodification of the schol-
arly materials of universities, a sustainable scholarly
livelihood (SSL) would suggest scholars fully embrac-
ing open licensing of research and teaching materials
along with open patenting of university innovations
(or minimally sharing with scholars in universities that
are legally committed to employing all their resources
towards scholarly purposes). To further advance cam-
pus sharing, other elements of the sharing economy
need to be embraced for scholarly purposes. This
would include sharing of buildings, lands, tools, and
equipment for scholarly ends. For example, university
libraries would now need to expand to include campus
tool libraries.

To advance the “whole-institution approach” a uni-
versity as a corporate body could view itself as its
own SL writ large, in the service of the many SSLs
that comprise it. This would demand a de-bifurcation
of'the university. Non-academic university administra-
tors and staff serving the academic community would
be contracted to share the SSL identity alongside tra-
ditional scholars. At the same time, political science
and administration departments could explore how the
bicameral university’s governance model (separating
academic functions from financial management) and
corporate divisions (between management and labor)
could be altered so that scholars themselves control
boards of governors and the allocation of material
resources of the university. In a university setting this
is enabled both by traditions of collegial governance
butalso by faculty members themselves being, through
tenure, effectively treated as long-term (human) capi-
tal assets (and therefore investments) of the university.
Universities would then become effectively a kind of
“worker cooperative” (an observation made by Tirole
2017). The university viewed as its own SSL would
also seek to internalize its production and consumption
processes, where possible, to minimize risk. This could
entail creating its own learning spaces, buildings, and
equipment customized to its local ecosystems and
social and scholarly preferences. Such campus produc-
tion and consumption would, by definition, contribute
to a circular economy enabling cradle-to-cradle (C2C)
production, something seen as central to achieving sus-
tainable consumption and production (SDG 12; Paul



2018). Lastly, if universities each saw the other as
a SSL, this would entail a highly cooperative (vs.
competitive) relationship between universities. Uni-
versities would see themselves as sharing a common
planetary fate and the need to preserve the unique
knowledges held by each university particularly as it
relates to the sustainability of their respective regions.
The politics of individuals

Scoones (2015) notes that in livelihood analysis one
needs to also focus on “actor-oriented approaches”
focused on “human agency, identity and choice,”
approaches that drill down “to what individuals
think, feel and do”—their “behaviour, emotion, and
responses” and the intensely personal dimensions of
who we are (p. 111). These are tied, for example, to
the “the politics of the body, gender and sexuality”
(ibid., p. 112). If we are to incorporate and advance
this dimension of the SLA in forming new SSLs, we
need to understand the relevance of these features to
university scholarly production processes. At one level
universities are ideal as these personal dimensions are
the object of study of multiple academic disciplines
(including entirely new disciplines). Universities also
have the qualitative and grounded theoretical method-
ologies (among others) that can generate this knowl-
edge. What would be the contribution to a SSL? In
this case universities would care not only about insti-
tutional and organizational features tied to scholars
in general (and perhaps replicable across universities)
as set out in The Politics of Interests (see above).
Rather a SSL approach would include concerns of
the particular scholars making up a given university
campus and how their scholarly livelihoods could be
made more sustainable through this study. This would
enable a profound self-understanding of scholars that
connect these dimensions of self to the areas of tra-
ditional livelihood analysis, namely understandings
of hazards and risk, assets, institutional and organi-
zational barriers and opportunities, viable livelihood
strategies, and desired livelihood outcomes. It is the
latter which would be most affected as many outcomes
tied to dimensions of well-being are very personal-
ized, tied to a particular individual’s subjectivities,
self-understandings, and context, and not generaliz-
able. Robust livelihood fulfillment in general, much
less the fulfillment of a scholar’s livelihood would
seem almost impossible in the absence of this concern
with individuals. Universities as “whole-institutions”
seeking to see themselves as their own SSL would
require this self-understanding of the particular schol-
ars making up the university and need to put in place
supportive institutions and appropriate changes to their
own governance models.

The politics of knowledge

Scoones (2015) notes that in livelihood analysis
“whose knowledge counts?” (p. 112) is a key question
along with the question raised by Robert Chambers
(1997) of “whose reality counts?”” Both of these ques-
tions for Scoones have shaped policy debates about
“[w]hich versions of whose livelihood is seen as valid
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and which is seen as deviant and in need of change”
(2015, p. 112). At its root this is a normative debate
about “what makes a good livelihood?” (ibid.). In
terms of this debate, universities are well equipped
to the extent, again, there are entire disciplines ded-
icated to these questions. In particular, philosophy
explores the underpinnings of all three questions in the
sub-fields of epistemology, metaphysics, and ethics.
These scholarly resources could be readily mobi-
lized to address these questions. To the extent these
debates are often tied to marginalized peoples whose
livelihoods have historically been undervalued due
to, for example, colonialism and racism, again uni-
versities have the scholarly resources to critique and
re-evaluate earlier erroneous judgments by listening
to these “unheard voices” and offering new and multi-
ple forms of assessment—something also of concern
for Scoones (p. 113—14). These new, more wholistic
forms of livelihood assessment would be especially
beneficial at this time in assessing scholarly liveli-
hoods, particularly where scholarly output is measured
by a narrow assessment of publications in specific
formats (journals and books) without consideration
of its broader impact on how these transform the
university or the wider society for sustainable devel-
opment. Importantly, universities have the opportunity
in shaping SSLs to validate multiple knowledges,
especially those of Indigenous peoples, through recog-
nizing these as contributing important methodologies
and discoveries to the scholarly community. These
knowledges can provide important insight into more
sustainable livelihood strategies pursued both on and
off campuses. A SSL identity on campuses can also
serve to protect a diversity of ways scholars choose to
question, pursue methods to answer these questions,
and apply and disseminate knowledge, especially in
ways that are optimal for long-term sustainable devel-
opment. This, then, directly challenges external efforts
to direct university research through primarily STEM
disciplines for knowledge privatization and product
commercialization. Commercialization efforts of uni-
versity knowledge aimed at sustainable development,
particularly that which generates sustainable liveli-
hoods, have been shown to be especially problematic
in particular university settings (see Petry 2008).

The politics of ecology

Scoones (2015) begins by emphasizing rapid environ-
mental change impacting livelihoods and the recursive
relationship between ecology and politics, with each
shaping the other (p. 114). Livelihoods need to be able
torapidly change to respond to ecological shifts (ibid.).
The ethics of sustainable livelihoods also presupposes
that resulting livelihood burdens and opportunities are
maintained “in an equitable and socially just way”
including between globally interconnected regions
(ibid.). Again, universities are at a distinct advantage at
addressing these multiple concerns. Universities have
departments of biology and environmental studies,
specialized scholars in the area of political ecology
and environmental ethics, and are traditionally one



of the most globalized organizations—long before
economic globalization. From the perspective of indi-
vidual scholars, the scholarly livelihood is traditionally
sustained through an examination of human and non-
human natural systems. Natural environments serve as
a source of questions, experimental models, inspired
solutions, and places for testing hypotheses. For this
reasons scholars and campuses are frequently situated
in natural settings; symbols of knowledge have histor-
ically been tied to plants and animals (e.g., the tree of
knowledge in Genesis (2:17)). Unlike non-university
environments where environmental science is highly
contested (due, in part, to the disruptive implications of
findings on traditional industries and interest groups),
scholars are trained to accept well-supported, peer
reviewed findings and through collegial governance
are motivated to conform to environmental limits even
when other organizations do not (for example, limit-
ing greenhouse gas emissions contributing to climate
change). University campuses are, in themselves, suf-
ficiently large (akin to small towns or even cities) that,
in doing so, they can effectively model gradual or rapid
changes in livelihood and lifestyle, sustainable energy
production and consumption, and sustainable building
design for other communities. At the same time, given
the typical land area of universities, they have ample
room for experimentation with new forms of produc-
tion that increase overall biomass and natural habitats
while generating new natural capitals for campus use.

Against these four criteria of Scoones (i-iv), uni-
versities seem to be a credible (if not ideal) location
for implementation of the SLA and the creation of a
new SSL identity.

4.2 Case Study of the University of Regina: How a
whole-institution, cultural, place-based,
approach can promote sustainable livelihoods
through campus living laboratories

The UN’s Sustainable Development Goals are a
roadmap for sustainability and well-being. As higher
education addresses sustainable development and the
SDGs, universities are impacted and transformed
through living laboratories. A university living lab
integrates academic teaching and research into campus
operations such as planning, infrastructure, and com-
munity engagement. The university’s campus is used
as a lab to test out new ideas, initiatives, and oppor-
tunities that may arise in a local/community context.
Students, staff, faculty, alumni, community members,
and organizations can come together to collaborate.
They also learn, from both successes and failures, and
in the latter case it can be argued that failures are just
as helpful to developing local strategies of responsible
consumption and production.

The paper will now illustrate the application of
a whole institution, place-based, living laboratory
approach in a case study of a comprehensive, mid-
size university, the University of Regina (U of R). The
U of R also includes three federated college partners:
First Nations University of Canada, Campion College
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and Luther College (the last two have religious affil-
iations). Treaties between Indigenous peoples (First
Nations) and the British Crown (and later the Gov-
ernment of Canada) are formative documents in the
development of Canada as a country. The U of R cam-
puses are located on Treaty 4 and Treaty 6 lands.
These are the territories of the nehiyawak (Cree),
Anishinapek (Saulteaux), Dakota, Lakota, and Nakota
nations, and the homeland of the Métis/Michif Nation
(University of Regina 2018). This connection is men-
tioned in relation to living labs and what Scoones refers
to as “appreciating the complexity of people in places
and...understanding of the wider, structural and rela-
tional dynamics that shape localities and livelihoods”
(Scoones 2015, p.113). The U of R has committed
to support truth and reconciliation with Indigenous
peoples, which involves responsibly sharing the lands
that the campus now sits on, establishing mutually
respectful relationships (University of Regina 2018),
and the University’s role in developing and applying
knowledge, space, and maintaining relationships with
Indigenous peoples and communities.

University of Regina “high level” livelihood
strategy: Institutional Strategic Plan
In June of 2020, the U of R’ Board of Governors
approved a five-year strategic plan entitled 4// Our
Relations: kahkiyaw kiwahkomakaninawak. The plan
reflects a broad cultural approach. The title acknowl-
edges the interconnectedness of the University with
Indigenous peoples both in the use of Cree, one of
the languages of the peoples originally living on the
territory before the campus was built, and the cen-
trality of maintaining good and healthy relationships
between individuals, communities, and humans and
other species and the land that are found in Indigenous
worldviews. The plan’s development was also cultur-
ally grounded in the University’s own context, being
led by a volunteer team of faculty, staff and students,
and engaged stakeholders (“students, faculty, alumni,
local communities, Indigenous Elders, industry part-
ners, government representatives” and staff) through
broad forms of participation (such as town halls, focus
groups, world cafés, and other forms of consultation).
The resulting content of the plan reflects what peo-
ple across the campus said that they wanted, based on
participation from more than 1,300 individuals. Such
engagement is similar to earlier open processes used by
the University for campus planning of operations in the
Campus Master Plan 2016, and sustainability activi-
ties and principles outlined in the President’s Advisory
Committee on Sustainability’s Strategic Plan for Sus-
tainability: 2015-2020. These plans reflect varying
degrees of a whole institution, participatory approach
in generating interests and goals to be shared across
the entire university, and the role of volunteerism in
both their development and mobilizing participation
for their resulting implementation.

The resulting plan has five strategic priorities (these
“areas of focus” are “discovery,” “truth and recon-

ciliation,” “well-being and belonging,” “environment



and climate action,” and “impact and identity”) along
with specific goals to meet in each area. Sustainability
remains an overarching area of emphasis for the Uni-
versity, with a view to making decisions that consider
impacts on future generations such as a commitment
to responsible stewardship of land and resources (Uni-
versity of Regina 2020). As well, the plan aligns the
17 United Nations Sustainable Development Goals
(SDGs) with the U of R’s five areas of focus, a nod
to the local priorities generated through deep local
consultation also reflecting global concerns identified
through UN policy processes. The plan has a social
impact objective of meeting the community’s various
social, cultural, economic, environmental, and techno-
logical needs. This objective includes specific targets
such as reducing greenhouse gas emissions, reduc-
ing production of waste and consumption of water,
and broadening partnerships and connections “with
communities in the pursuit of knowledge and discov-
ery projects” (ibid.), all of which can shape campus
generated sustainable livelihood strategies.

The University of Regina and a Living Laboratory
Approach through Food

The University of Regina in its new strategic plan
made a specific commitment to advance learning
through living laboratories (University of Regina
2020). According to A/l Our Relations the University’s
labs are described as a form of

...open innovation through modelling and cre-
ating real-life environments sustained by part-
nerships and collaborations for the creation,
prototyping, validating, and testing of new tech-
nologies, services, products, and systems in real
life contexts...a great opportunity to act, mon-
itor, and model sustainability for communities
as a Living lab that pilots ways to achieve net
zero emission sustainability... [and may] act as
a model for future research in additional areas
of focus. (ibid. p.15)

Living labs are conducive to expanding relation-
ships and generating sustainable livelihood strategies
that positively impact society. One specific livelihood
area of particular relevance for the U of R and its region
is food production and consumption. The University
of Regina’s main campus is located in the capital city
of Regina with approximately 215,000 residents—
a small city by global standards. The province of
Saskatchewan, located in western Canada, has long-
standing roots in a prairie agricultural economy. While
the economy has diversified in recent years, agricul-
ture is an important contributor to the provincial econ-
omy, both domestically and internationally through
primarily agricultural exports. With modern agricul-
tural production in Saskatchewan, however, there are
substantial adverse environmental impacts such as
water pollution and land degradation from agricultural
fertilizers, pesticides, and herbicides, high fossil fuel
use through energy intensive, large scale cereal grain
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farming (contributing to climate change), and destruc-
tion of natural habitats (through wetland destruction
for increased cropping area, conversion of on-land
water storage to rapid drainage, and seeding of crop
monocultures). Further unsustainable impacts occur
through food processing production. Individuals and
households influence these impacts as well through
their eating choices and habits of food purchasing
and domestic gardening. These affect the environ-
ment through food-related energy consumption and
waste generation, making them an interesting focus
for “study” in a living lab related to responsible
consumption and production.

At the U of R a systems approach to food (social,
economic, cultural, environmental) has developed,
exemplifying a campus living laboratory approach
connected to livelihood. The U of R has started
to transform the physical landscape of the campus
by integrating production and consumption of food
through establishing campus fruit and vegetable gar-
dens and an apiary (beehive). These initiatives build on
strengths from the campus and local community. The
food gardens were started by the Regina Public Inter-
est Research Group (RPIRG), a student-funded and
run not-for-profit research organization founded in
2011. The University also contributes funds to the gar-
dens through a campus sustainability initiative called
the Sustainability and Community Engagement Fund
(University of Regina, n.d.). While the campus gar-
dens are planned and delivered by RPIRG they are
primarily volunteer-run due to the many relationships
established with all scholars (Petry 2018) including
faculty members (mostly from science, social science
and humanities disciplines), students, staff (including
facilities management) and community organizations.
RPIRG organizes tours, cooking nights, and seminars
on local food production, harvesting, and reducing
waste such as composting that anyone can participate
in. Produce grown in the gardens is donated to students
and individuals in need, with a portion of the harvest
donated to Carmichael Outreach, a local community-
based organization that provides services to people
“who are experiencing, or at risk of experiencing,
homelessness” (Carmichael Outreach, n.d.).

In 2015, the edible campus apiary (beekeeping)
project was started with a grant from the Sustainabil-
ity and Community Engagement Fund to encourage
pollination for the fruits, vegetables, and flowering
plants on campus. It is part demonstration and part
teaching project. The apiary is used in an undergrad-
uate biology class to study the relationship between
food production and bee ecology, and for visits from
community members. For example, children from the
campus daycare can learn about local food produc-
tion and the importance of bees and pollinators in the
food web. Several potential formal research projects
have been discussed, but these are only in their early
planning stages at the time of writing this article. The
apiary also provides positive externalities by helping
to pollinate nearby community gardens that are located
off-campus in a nearby neighborhood. The apiary was



started by a small group of staff, faculty, and students
from biology, psychology, and environment and sus-
tainability with the advice of a local beekeeper who
shared their knowledge and experience with the group
to help them establish the hive. A volunteer manager (a
U of R staff member who has beekeeping experience)
coordinates and delivers care for the hive, including
monitoring the bees, identifying maintenance issues,
diseases and pests, and preparing the bees for cold,
prairie winters. They group connects with the local
bee club for education and technical advice. Then of
course there is the bonus of honey for the volunteers
in return for their labor.

This case provides an example of sustainable schol-
arly livelihood opportunities through the increase of
scholarly assets and capabilities for teaching and
research on the University of Regina campus. The
gardens and apiary living lab promotes exploring the
interconnections of local food systems and our rela-
tionships to and responsibility within these systems.
These new spaces for experiential learning can form
the basis for more traditional scholarship. This living
lab is a hub for education and research, and allows a
better understanding of biodiversity and how to grow
healthy food on the Canadian prairies while minimiz-
ing adverse impacts. It also contributes to understand-
ing how more sustainable patterns of food production
can contribute to livelihood outcomes beyond satisfy-
ing only basic needs, such as experiences of nature
that enhance well-being along with the benefit of
forming new social networks between people from dif-
ferent disciplines, and of differing cultures and ages yet
having shared interests. Living labs on campuses chal-
lenge us to be curious and look at our roles, not just as
passive local consumers of food but as local producers
as well, in our pursuit of education and knowledge for
sustainability. The formation of new local food produc-
tion and consumption linkages between the university
campus and local community share mutually reinforc-
ing and positive feedback loops. This highlights how
attempts to advance sustainable scholarly livelihoods
provide, at the same time, positive impacts on the
livelihood assets, capabilities, strategies, and liveli-
hood outcome achievements of community member
livelihoods more generally.

5 CONCLUSIONS AND RECOMMENDATIONS

The paper has attempted to show how a Sustainable
Livelihoods Approach (traditionally used in the con-
text of international development projects) can reshape
the scholarly identity to transform universities at a
deep cultural level. Such a cultural shift could help
sustain scholarly production processes and enable new
innovations for sustainable livelihoods (SL) and sus-
tainable development. The case was made that there
exists a strong congruence between the traditional
values and commitments of the university and four
political areas identified by Scoones (2015) needed
for revitalized livelihood analysis. In reviewing each
area, specific institutional and organizational changes
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to construct Sustainable Scholarly Livelihoods (SSL)
were proposed. The paper then introduced a case study,
the University of Regina in Saskatchewan, Canada, to
illustrate how open, highly participatory planning pro-
cesses and campus-led living laboratories in the area of
food production and consumption could both engage
an entire campus community at the level of culture
while advancing sustainable livelihoods both on and
off campus.

The implications of this analysis for non-university
organizations, we believe, are many. By transforming
universities around a shared SSL identity, universities
can model new governance patterns and institutional
processes for other organizations. These models pro-
mote robust notions of autonomy and self-sufficiency
for both the organizations themselves and individuals
that participate within them. Such a new SL model
reflecting self-sufficient individuals, organizations,
and communities, addresses key livelihood anxieties
that some have traditionally addressed by pursuing
unlimited accumulation of wealth (whether as phys-
ical or financial capital). Addressing these shared
human anxieties through a shared SL identity within
the global economy may halt the current unsustainable
use and accumulation of global resources. At the same
time sustaining universities as innovators through their
institutional restructuring around the concept of SSL
is increasingly an imperative—especially when other
organizations are in crisis due to COVID-19 creating
weaknesses of the global economy. Universities them-
selves viewed as integrated and self-sufficient SSL
(alongside other universities viewed in the same light)
have the potential for rapid innovation of technologies
and livelihood strategies tied to each university’s own
ecosystems and the communities they serve within
their region. Central to pioneering these livelihood
strategies will be the new living laboratories universi-
ties construct. A SSL framework provides the ethical
and pragmatic norms needed for their construction.
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ABSTRACT: In many institutions, classroom furniture does not meet any national ergonomic criteria. This
study aimed to use the concept of ergonomics to design a classroom desktop—chair for students in Uasin-
Gishu County, Kenya. Anthropometric data were collected from a total of 382 students of both genders. The
fourteen anthropometric measurements were taken from students with the help of anthropometric tools. The
research applied fundamental engineering principles of product design and was carried out in compliance with
ISO 7250-1:2017. The data obtained was analysed using Minitab 17.0 statistical package. Using the collected
anthropometric data, a students’ desktop—chair was proposed. In conclusion, one type of ergonomically suitable
classroom desktop—chair design was proposed to improve the match between classroom desktop—chairs’ dimen-
sions and students’ anthropometric characteristics. It is highly recommended that similar scientific research

should be carried out in other countries.
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1 INTRODUCTION

1.1  Problem statement, significance, and purpose
of the study

The basic philosophy of ergonomics is to make any
design comfortable. Students require well-designed
classroom furniture for their comfort in the learn-
ing context. This requires that in designing classroom
furniture, designers should include anthropometric
sciences (Igbokwe et al. 2019b; Taifa & Desai 2017).
According to some estimations, about 44 million work-
ers in Europe suffer from occupational musculoskele-
tal disorders (Yusop et al. 2018). This shows that the
ergonomics problem is a major issue that needs to be
solved to avoid further suffering in the future. There-
fore, there is need for ergonomists to treat the issue of
furniture design for students as a necessity, and educa-
tional institutes/universities should treat the selection
of the right kind of furniture as a social responsibil-
ity towards the students’ community (Igbokwe et al.
2019). It is very essential for an institution of learning
to have their anthropometric measurements regard-
ing students so that they can be used by designers
who intend to make ergonomic furniture, for them.
This will ensure safety, comfort, adaptability, suit-
ability, and ultimately guarantee user satisfaction, as
well as result in the reduction of musculoskeletal
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Desktop—chair, Classroom environment, MSDs, Awkward position.

disorders (MSDs) (Igbokwe, Osueke, Opara, Ileagu,
& Ezeakaibeya 2019a). This research is of paramount
importance because it expended current knowledge
in the field of anthropometry to provide a database
for future research and it is potentially beneficial to
all future student. This research, therefore, seeks to
use anthropometry for the design of classroom furni-
ture for students to improve physical responses and
their performance. The main purpose of the study is
to conduct anthropometric measurements of students
from four selected tertiary institutions and to design
a desktop—chair using the collected anthropometric
measurements.

2 LITERATURE REVIEW

Al-Hinai et al. (2018a) noted that the compatibility
between classroom furniture dimensions and students’
anthropometric characteristics has been identified as
a key factor in improving some students’ physical
responses. Besides, there is a large amount of research
worldwide (Castellucci, Gongalves, & Arezes 2010;
Chung & Wong 2007; Saarni et al. 2007) that shows
a clear mismatch between anthropometric characteris-
tics and the dimensions of classroom furniture. This
mismatch might affect the learning process, even
during the most stimulating and interesting lessons,
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and can produce some MSDs, such as low back
pain and neck shoulder pain. This study, therefore,
will fill the research gaps by providing an innova-
tive ergonomically desktop—chair design based on
students’ anthropometric measurements. Thus, it will
make a contribution to the existing literature on
the compatibility between classroom desktop—chair
dimensions and students’ anthropometric character-
istics, and improve the performance of students in
terms of attentiveness while professors or instructors
are teaching them.

3 RESEARCH METHODOLOGY

The entire methodology of the study can be divided
into the steps that are described in Figure 1.

Sample determinations

Body dimensions >
e o = o o o o -
Measurement procedure
S o o o o o
Measuring instruments and materials >
e o o o o o o -
Figure 1. Main steps of the study methods.

3.1 Sample determination

Four higher institutions in Uasin Gishu County, Kenya,
namely, (i) Moi University (MU), (ii) University of
Eldoret (UoE), (iii) Rift Valley Technical Training
Institute (RVTTI), and (iv) The Eldoret National Poly-
technic (TENP), were selected to participate in the
study. The students sample in the study was three
hundred and eighty-two, through the use of equations
given by Madara (2016):

Students per institutions i
x Sample size

Total number of students in institutions

3.2 Body dimensions

The design of standard furniture needs the direct
involvement of anthropometric measurements. Var-
ious researchers (Igbokwe, Osueke, Opara, Ileagu,
& Ezeakaibeya 2019b) have recommended the body
dimensions which are essential in designing furniture,
especially for students. Figure 2 shows all twelve body
dimensions that were selected for the study with the
addition of weight and forearm—fingertip length as the
fourteenth body measurement. Two dimensions were
collected while the participant was in the standing
position, whereas the remaining twelve dimensions
were taken while the participants were seated. The two
most relevant anthropometric measurements for chair

40

design are the popliteal height and buttock popliteal
length (Igbokwe et al. 2019b). Table 1 indicates the
serial number and descriptions of the selected student’s
body dimensions.

Figure 2. Anthropometric data required in classroom furni-
ture design. Keys: (1) Stature, (2) Sitting height, (3) Shoulder
height, (4) Popliteal height, (5) Hip breadth, (6) Elbow
height, (7) Buttock popliteal length, (8) Buttock knee length,
(9) Thigh clearance, (10) Eye height, sitting, (11) Shoulder
breadth and (12) Knee height.

3.3 Measurement procedures

Three hundred and eighty-two students (191 males
and 191 females) were selected (at random) from four
selected tertiary institutions. The body size of each
student was assessed using standard anthropometric
measurement techniques (Esmaeel & Order 2017).
The consent of all students was obtained before the
commencement of the measurements. In this study,
stature (body height) dimensions for each student were
taken while they were standing, along with body mass.
All other dimensions were measured while they were
sitting erect on an adjustable desk with their knees bent
at 90°. All anthropometric measurements were taken
with the subjects wearing light clothing in a relaxed
and erect posture, without shoes and with respect to the
local culture. The time taken to measure and record all
the dimensions per subject was about 15-20 minutes.
Furthermore, measurements were taken every working
day for 20 days in February in year 2020. The students’
measurements were done in the hostels for each of the
four selected tertiary institutions and all measurements
were measured in centimetre (cm) except for the body
mass (kg).

3.4 Measurement instruments and materials

According to ISO 7250-1:2017, the standard mea-
suring instruments recommended are anthropometer,
sliding callipers, spreading callipers, weighing scale,
and tape measure.



Table 1.

Selection of body dimensions to be measured for classroom furniture design.

S/NO. According to ISO 7250

Basic students’ body dimensions

Description according to ISO 7250-1:2017

6.1.2 Stature (body height)

6.2.1 Sitting height (erect)

6.2.4 Shoulder height, sitting
6.2.11 Popliteal height, sitting
6.2.10 Hip breadth, sitting

6.2.5 Elbow height, sitting

6.4.7 Buttock popliteal length (seat depth)
6.4.8 Buttock knee length

6.2.12 Thigh clearance

6.2.2 Eye height, sitting

6.2.8 Shoulder (bideltoid) breadth
6.2.13 Knee height, sitting

6.1.1 Body mass

6.4.6 Forearm fingertip length

The vertical distance from the floor to the highest
point of the head (vertex).

The vertical distance from a horizontal sitting
surface to the highest point of the head (vertex).
The vertical distance from a horizontal sitting
surface to the acromion.

The vertical distance from the foot-rest surface to
the lower surface of the thigh immediately behind
the knee, bent at right angles.

The breadth of the body measured across the widest
portion of the hips.

The vertical distance from a horizontal sitting sur-
face to the lowest bony point of the elbow bent at
a right angle with the forearm horizontal.

The horizontal distance from the hollow of the knee
to the rearmost point of the buttock.

The horizontal distance from the foremost point of
the knee-cap to the rearmost point of the buttock.
The vertical distance from the sitting surface to the
highest point on the thigh.

The vertical distance from a horizontal sitting
surface to the outer corner of the eye (ectocanthus).
The horizontal distance across the maximum lateral
protrusions of the right and left deltoid muscles.
The vertical distance from the floor to the high-
est point of the superior border of the patella
(suprapatella, sitting).

The total mass (weight) of the body.

The horizontal distance from olecranon (back of
the elbow) to the tip of the middle finger, with the
elbow bent at right angles.

Source: (Esmaeel & Order 2017).

4 RESULTS AND DISCUSSION

4.1 Anthropometric dimension for students

The results obtained from the four selected ter-
tiary institutions were analysed using Minitab 17.0
statistical package, to get the mean, standard deviation,
Sth, 50th, and 95th percentiles. For seat height, the 5th
percentile (lower percentile) of the popliteal height
of the population is usually recommended so that a
larger number of the population is accommodated, thus
allowing a short person to use the chair. Similarly, the
95th percentile (larger percentile) of the hip breadth is
usually recommended in the design of the seat width
to accommodate as many people of the population as
possible, thus allowing an overweight person to use
the chair. The following results, shown in Table 2, give
a summary of the anthropometric measures, based on
the average of the collected anthropometric data, that
can be used in designing a desktop—chair for students
at four selected tertiary institutions in Uasin-Gishu
County, Kenya.

After analysing all the anthropometric measure-
ments of the students at the four selected tertiary
institutions, the final specification is proposed for
the design of the ergonomic desktop—chair that

Table 2. Summary of anthropometric dimension for stu-
dent of the selected institutions (n = 382).

St.  5th 50th 95th
Variable Mean Dev Percentile percentile Percentile
Age (Yrs.) 20.51 1.67 18.00 20.00 23.00
Stature 168.38 7.86 155.50 168.00 182.00
Sitting height ~ 81.01  4.01 75.00 81.80 88.00
Shoulder 5441 2.76 50.96 54.50 57.80
height
Popliteal 4473 278 40.50 44.50 49.60
height
Hip breadth 3346 349 2957 32.86 39.36
Elbow height ~ 20.39 1.16 19.11 20.30 22.37
Buttock 42,54 273 38.10 42.65 46.90
popliteal
length
Buttock knee 51.85 3.05 47.20 51.90 56.70
length
Thigh 1454  1.70 11.96 14.43 17.39
clearance
Eye height 6743 346 62.88 68.00 72.50
Shoulder 4178 343 37.02 41.47 46.59
breadth
Knee height 51.96 3.29 46.80 52.10 57.30
Body mass 60.54  9.09 48.00 59.50 75.50
Forearm 47.62 270 43.46 47.44 51.88
fingertip
length




can cover the maximum number of students. Table
3 shows the recommended dimensions for a new
desktop—chair with the criteria for use in four elected
tertiary institutions, Uasin-Gishu County, Kenya.

4.2 Design of the desktop—chair

After, running the analysis of the recorded data, as
shown in Table 3 there is only one type of innovative
ergonomically suitable desktop—chair that was iden-
tified in the four selected tertiary institutions (the
dimensions were the same in the respective insti-
tutions), as drawn in Figures 3a and 3b using 3D
SolidWorks 2019 software.

Table 3. Recommended dimensions for a new desktop—
chair for use in tertiary institutions, Uasin-Gishu County,
Kenya.

Anthropo- Design

Seat metric dimensions Criteria/
feature measure  (cm) Determinant ~ References
Seat height ~ Popliteal ~ 40.95 Sth percentile  (Ismail
height of popliteal etal. 2013)
height + 0.45
cm shoe heel
allowance
Seat width ~ Hip 45.26 95th (Musa &
breadth percentile of  Ismaila
hip-breadth + 2014)
15%
allowance for
clothing
Seat depth ~ Buttock  38.10 Sth percentile (Mohamed
popliteal of buttock etal. 2010)
length popliteal
length
Desktop Elbow 19.11 5th percentile  (Musa
height from  height of elbow etal. 2014)
seat height
Backrest Shoulder  50.96 Sth percentile (Mohamed
height height of shoulder etal. 2010)
height
Desktop - 24.20 Literature (Ismaila
width review etal. 2013)
suggestions
Desktop Forearm  47.44 50th (Ismaila
length fingertip percentile of et al. 2013)
length forearm
fingertip
length
Backrest - 109° Literature (Mohamed
angle review etal. 2010)
suggestions
Desk angle  — 0° From (Ansari
literature etal. 2018)
review
Seat angle  — 110° From (Igbokwe
literature etal. 2019)
review
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Figure 3a. Sketches of the proposed adjustable students’
desktop—chair.

Figure 3b. Complete model of the proposed adjustable
students’ desktop—chair.

5 CONCLUSION AND RECOMMENDATIONS

5.1 Conclusions

From the present study, it is well expected that the
determining criteria for an adjustable desktop—chair



shown in Table 3 need to be used whenever designers
wish to have adjustable classroom furniture (which is
ergonomic design desktop—chair) in the four selected
tertiary institutions, Uasin-Gishu County, Kenya. In
this study, therefore, there is only one type of innova-
tive ergonomically suitable classroom desktop—chair
design that was proposed to improve the match
between classroom desktop—chairs dimensions and
students’ anthropometric characteristics.

5.2 Recommendation

In this 21st century, it is highly recommended that
the analysed anthropometric data set from this study
be used for the design of classroom desktop—chairs
for students in the four selected tertiary institu-
tions, Uasin-Gishu County, Kenya. Achieving this will
ensure safety, comfort, adaptability, suitability, and
ultimately guarantee user satisfaction. The authors
propose further work on seat chair design for elderly
people should be carried out, with ergonomic and
anthropometric consideration; this will allow seat
chair design that is sustainable, safe, and comfortable
as well as helping in health care.

Lastly, the goal is not to be perfect, it is just to be
better than before (Pusca & Northwood 2018).
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ABSTRACT: Africa hosts the largest mineral industry in the world and most of these mining countries operate
with an unregulated environmental impact. The impact of mining operations touches on the principal elements of
the environment affecting the implementation of the SDGs. Air quality is severely degraded by mining through
putting a large quantity of dust into the atmosphere. This research seeks to analyze the impact of mining activities
on the environment by considering three different mining sites from Ghana, Kenya, and Tanzania by employing
the services of the dataset from the NASA Giovanni System. We have used time series analysis of PM, 5 from the
NASA Giovanni System that spans the years before and during the mining activities at our study sites to determine
the pollution levels and the health issues involved. The results obtained show that there was a significant increase
in pollution level over time at all the mining sites. This work proposes an Internet of Things (IoT)-based solution
to help the environmental protection agencies effectively monitor the pollution level from mining activities.

1 INTRODUCTION

Mining plays a significant role in the development
of the economy in most countries in Africa. It con-
tributes to about 9.1% of Ghana’s gross domestic
product (GDP) (Awudi 2002) and provides jobs to
about 300,000 people according to the Ghana Statisti-
cal Services (2015). It also contributes 1% of the GDP
of Kenya (Kenya Mining Investment Handbook 2016)
and 3.5% of Tanzania GDP (Ecofin Agency 2020).
Alongside the importance of mining to socioeconomic
growth, mining activities have a serious effect on the
environment and human health. There are two main
types of mining, strip mining and underground min-
ing. In Africa, most of the large-scale mining is strip
mining. The impact of mining operations in Africa both
from the large- and small-scale mining touches on the
principal elements of the environment (i.e., land, water,
and air). Large tracts of land for farming activities have
been acquired by mining companies for large-scale
surface mining operations, depriving the communities
of'their source of livelihood and leading to large-scale
deforestation as well as causing atmospheric condi-
tions to deteriorate rapidly over time (Kulkami &
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Zambare 2018; Parmer, Lakhani, & Chattopadhyay
2017)

The deterioration of the atmospheric conditions
leads to ozone layer depletion. Apart from the haz-
ardous effect it has on the environment, pollution has
an adverse effect on human health, leading to diseases
like lung cancer, stroke, heart diseases, etc. (WHO
2018). Rout, Karuturi and Padmini (2018) stated that
about 7 million deaths every year are caused by pol-
luted air and about 90% of the world’s population does
not have access to clean air. The majority of the pol-
lution is from industry and the mining sector. This
research seeks to analyze the impact of mining activi-
ties on the environment by considering three different
mining sites from Ghana, Kenya, and Tanzania by
employing time series analysis of PM; 5 derived from
the NASA Giovanni System. An area average time
series spanning the years before the mining companies
were established up to 2020 was used to determine the
pollution levels and the health issues involved.

The Environmental Protection Agency in Ghana
visits the mining sites quarterly to measure the amount
of pollution produced by these sites. Most of these
sites are in remote areas. The monitoring is done
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by using portable hand-held air quality monitoring
devices which they carry with them to instantly mon-
itor the levels at the short period of time when they
are onsite. This short time measurement will not accu-
rately reveal the actual pollution levels of the area.
There is the need for a continuous measurement to
determine accurate pollution levels. Therefore we pro-
pose an Internet of Things (IoT)-based solution to
help the environmental protection agencies to effec-
tively monitor the level of pollution from mining
activities.

2 LITERATURE REVIEW

2.1 Economic impact of mining

Mining plays a very vital role in the growth of the
economy of most countries in Africa. Large-scale
mining, which is known as legal mining, generates
about 95% of the world’s total mineral production and
employs approximately 2.5 million people worldwide
(Kunanayagam, Mcmahon, Sheldon, Strongman, &
Weber-Fahr 2002). Table 1 represents the gold pro-
duction of Geita gold mining company in Tanzania
from 2003 to 2011. (Table 1 was adapted from Annual
report archive from 2005 to 2011, AngloGold Ashanti
website). Table 2 represents the gold production of
Obuasi Gold mines in Ghana from 2002 to 2009.
(Table 2 was adapted the AngloGold Ashanti website).

Table 1. Geita gold production from 2003 to 2011 in
Tanzania.

CASH COST
YEAR PRODUCTION PER OUNCE
2003 661,000 ounces US$ 183
2004 570,000 ounces US$ 250
2005 613,000 ounces US$ 298
2006 308,000 ounces USS$ 497
2007 327,000 ounces USS$ 452
2008 264,000 ounces US$ 728
2009 272,000 ounces USS$ 954
2010 357,000 ounces US$ 777
2011 494,000 ounces USS$ 536

Table 2. Obuasi gold mines production from 2002 to 2009
in Ghana.

CASH COST
YEAR PRODUTION PER OUNCE
2002 537,219 ounce USS$ 198
2003 513,163 ounce USS$ 217
2004 255,000 ounce US$ 305
2005 391,000 ounce USS$ 345
2006 387,000 ounce US$ 395
2007 360,000 ounce USS$ 459
2008 357,000 ounce USS$ 633
2009 381,000 ounce US$ 630
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The production data of only these two mining sites
were available.

2.2 Effect of pollution from mining in Africa

Air pollution due to harmful gases released into the
atmosphere from various sources has a tremendous
adverse effect on the health of humans. Exposure to
these harmful gases causes millions of deaths per
annum. 6.5 million death in 2012 in middle- and
low-income nations were attributed to outdoor and
indoor pollution (WHO 2018). According to the World
Health Organization, air pollution-related health haz-
ards include stroke, respiratory infections, lung cancer,
and cardiovascular disease.

Mining activities contribute to the increasing level
of air pollution in most of the low-income nations.
Air quality is severely degraded by mining, via the
release of a large quantity of dust into the atmosphere
through their activities, thereby increasing the aerosol
content of the atmosphere. These aerosols or particu-
late matter range from fine to coarse particles with a
diameter between 2.5 and 1.0 micrometers, i.e., PM; 5
and PM, respectively. The ability of particulate mat-
ter to enter deep into the lungs and the bloodstream
unfiltered makes it the most harmful form of air pol-
lution according to the World Health Organization.
They can cause respiratory diseases, heart attacks, and
even premature death. According to the special report
on global exposure to air pollution in 2018, 4.1 mil-
lion deaths from heart disease, lung cancer, chronic
lung disease, respiratory infections and stroke in 2016
globally were due to exposure to PM; s.

3 METHODOLOGY

This paper reviews some impacts of mining covered
in some scientific journals. The second part retrieves
the data for PM, 5, which is particulate matter released
into the atmosphere by the various mining sites, using
the NASA GIOVANNI system for monthly and sea-
sonal area-averaged time series of dust column mass
density- for a range of years before and after the
mining sites PM, swere established. The NASA GIO-
VANNI (GES-DISC Interactive Online Visualization
and analysis Infrastructure) system is a web portal to
access satellite-based earth science data. This portal
provides access to NASA’s earth-observing satellite
data that has been accumulated over a period of
time. The mining sites under consideration include
Geita and Bulyanhulu Gold mines in Tanzania, Obuasi
Gold mines and Tarkwa Goldfields in Ghana, and
Karebe and Kilimapesa Gold mines in Kenya. The
PM,; svalues from the NASA GIOVANNI portal for
the various mining sites are compared with the WHO
PM, 5 standard monthly and annual mean values. This
helps in determining the pollution produced by these
mining sites over the years. The final part proposes
an Internet of Things (IoT)-based solution to help
the environmental protection agencies to effectively
monitor the pollution level from mining activities.



4 RESULTS AND DISCUSSION
4.1 PM; s emanating from different mining areas in
Africa with time

This section focuses on the level of PM,; s produced
from different mining areas in Africa. The mining areas
are Geita and Bulyanhulu gold mines in Tanzania, Kil-
imapesa and Karebe mines in Kenya, Anglo Ashanti
Obuasi and Tarkwa Gold field in Ghana.

According to the WHO air quality guidelines (WHO
2005), the annual mean of PM 5 is 10 pg/m? and the
monthly mean is 25 pLg/m?.

Geita gold mine is an open pit gold mine which
is operated by Anglo-Gold Ashanti in Tanzania.
Anglo-Gold began its operation in the year 2000
and production commenced around 2003. Figure la
represents the Time Series Area-Averaged of Dust
Column Mass Density—PM, s [MERRA-2 Model
M2TMNXAER v5.12.4] for January 1998 to April
2020, and Figure 1b represents the area image of the
Geita mining location using the CNES/Airbus Maxar
Technology. The PM, 5 rate was at the lowest rate dur-
ing the period of 1998 and 1999 where production
had not yet commenced. It began to rise from the year
2000 when production commenced and achieved a
higher PM 5 pollution rate of 0.00019 kg m~2 around
2004 and 2005. This pollution rate is higher than
the WHO PM, 5 standard for the annual mean but
within the monthly mean standard. It can be observed
from Table 1 that Geita gold mine achieved its sec-
ond highest production of 613,000 ounces within the
period. The PM, 5 rate for this area in 2020 stood at
0.00010 kg m~2.

Figure 2arepresents the Time Series Area-Averaged
of Dust Column Mass Density—PM, s [MERRA-2
Model M2TMNXAER v5.12.4] for January 1990 to
April 2020, and Figure 2b represents the area image of
Tarkwa Goldfields in Ghana using the CNES/Airbus
Maxar Technology. The Tarkwa Goldmine concession
right was gained in 1993 by Goldfields Ghana limited.
The Tarkwa Goldfields is an open pit mine. The PM; 5
of the region in 1993 when Goldfields gained the con-
cession right was 0.0001 kg m~2. The mining activities
of the area caused a rise in the pollution level over the
years until the highest pollution level was recorded in
the year 2008 at 0.00035 kg m~2, which is higher than
both the monthly and the annual mean of the WHO
standard. The pollution level stood at 0.00025 kg m—2
in April 2020.

Figure 3arepresents the Time Series Area-Averaged
of Dust Column Mass Density—PM, s [MERRA-2
Model M2TMNXAER v5.12.4] for January 2005 to
April 2020 and Figure 2b represents the area image of
Karebe gold mine in Kenya using the CNES/Airbus
Maxar Technology. Karebe gold mine is an under-
ground mine which was founded in 2008 and started
its operation in 2009 in Kenya. The pollution level
increased from 0.00012 kg m~2 in 2007 to 0.00014 kg
m~2 in 2008 when the mine was founded. The high-
est pollution level was obtained in the year 2016 at
0.00019 kg m~2 which is an approximate 58% increase
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from 2007. This increase is within the WHO’s monthly
mean but above the annual mean of the PM, 5 standard

Figure 4 represents the seasonal Area-Averaged of
Dust Column Mass Density—PM; s [MERRA-2 Model
M2TMNXAER v5.12.4] for January 1998 to April
2020 of the Bulyanhulu gold mine. Bulyanhulu Gold
mine is an underground mine that is currently operated
by Acacia mining plc in Tanzania.

This mine was purchased by African Barrick Gold
in 1999 and it was opened in 2001. The highest PM, 5
value for 1998 before the mine was purchased was
0.00003028 kg m~2. The PM, 5 value increased to
0.00006035 kg m~2in 2001 when the mine was opened
by African Barrick Gold. It attained a highest pollu-
tion level in 2016 at 0.0001644 kg m~2. The difference
between the pollution level attained in 1998 and 2016
is 0.00013412 kg m~2, representing a 443% increase
in pollution level. The pollution levels were lower for
all the years for the months of June, August, and Octo-
ber. The pollution level for April 2020 was 0.0001341
kg m~2.

The pollution level was higher for all the mining
sites in February because of the dry and dusty trade
winds which occur during that period.

[.0002 T T T T
0.00018
0.00016
0.00014
0.00012

0.0001

kg m-2

wlifl
“alaly

vy
200 205

il

%Q%U?&i

000 HLU]

T

0
W00

2025
Figure la. Time series, area-averaged of dust column mass
density—PM, s monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAER v5.12.4] kg m~2 for January 1998 to April
2020, Region OE, 2.82S, 32.2073E, ON.
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Figure 1b. Image from Geita Goldmines in Tanzania from
Image@2020CNES/Airbus.
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Figure 2a. Time series, area-averaged of dust column mass

density—PM; s monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAER v5.12.4] kg m~2 for January 1990 to April
2020, Region 1.9899W, ON, OE, 5.3212N.
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Figure 3a. Time series, area-averaged of dust column mass

density—PM; s monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAER v5.12.4] kg m~2 for January 2005 to April
2020, Region OE, 0.03175S, 35.0237E, ON.
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Figure 3b. Image from Karebe Gold mine in Kenya from
Image@2020CNES/Airbus.
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Figure 4. Seasonal area-averaged of dust column mass
density—monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAE PM, 5 R v5.12.4] kg m™~2 for January 1998 to
April 2020, Region OE, 3.22878S, 32.4837E, ON (Bulyanhulu
Gold Mine, Tanzania).

Figure 5 represents the seasonal Area-Averaged of
Dust Column Mass Density—PM; s [MERRA-2 Model
M2TMNXAER v5.12.4] for January 1998 to April
2020 of the Obuasi gold mine in Ghana. This mine
was established in 1879 and it was formerly operated
by AngloGold Ashanti in 2008. Satellite data was not
available for the time the mine was found therefore a
seasonal area-averaged of dust column Mass Density—
PM, 5 was obtained from 1999 to 2020. This covers
the duration within which AngloGold commenced its
operations. The pollution level from Figure 5 shows
that the mine obtained a higher pollution level in 2008
when AngloGold began its operation and 2016 with
an area-averaged of 0.0003521 kg m~2 and a lower
rate of 0.0000050603 kg m~2.This gives a difference
of 0.00034704 kg m~2 from 1999 to 2008 which is a
very large increase in the pollution level of the area.

Kilimapesa Gold mine, situated in Migori Archean
Greenstone belt in southwest Kenya, commenced pro-
duction on January 2009. Figure 6 represents the sea-
sonal Area-Averaged of Dust Column Mass Density—
PM, s [MERRA-2 Model M2TMNXAER v5.12.4] for
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Figure 5. Seasonal area-averaged of dust column mass
density—PM, s monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAER v5.12.4] kg m~2 over January 1999 to April
2020, Region 1.9899W, ON, OE, 5.3212N (Obuasi Goldmines,
Ghana).
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Figure 6. Time series, area-averaged of dust column mass
density—PM, 5 monthly 0.5 x 0.625 deg. [MERRA-2 Model
M2TMNXAER v5.12.4] kg m~2 for January 1997 to April
2020, Region OE, 0.9818S, 34.2509E, ON (Kilimapesa Gold
mine, Kenya).

January 1997 to April 2020 of the Kilimapesa gold
mine. The results show that on February 1999, before
the mine was established, the pollution level of the area
was low as 0.00002706 kg m~2. The mine achieved its
highest pollution level of 0.0001898 kg m~2 in 2016
which accounts for an approximate 601% increase in
the pollution level over 17 years. The pollution levels
were lower for all years for the months of June, August,
and October.

This shows that mining activities have an effect on
the increased level of PM, 5 over time. This PM,; 5 has
an adverse effect on our health, therefore there is the
need for the regulatory bodies to have a technologi-
cal approach to provide constant monitoring of these
mining sites in Africa.
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4.2 Internet of things for air pollution monitoring
around mining sites

We are in an era where most things have been auto-
mated and computerized. All these developments
arise from the advancement of technological practices
which have improved the standard of living. The Inter-
net nowadays has become a worldwide tool which has
been extensively adopted by companies, industries,
institutions, and individuals for smooth and fast work
and business transactions.

Gone are the days where environment protection
agencies embark on on-site environment monitoring
activity, which has been the traditional method of
taking environment pollution readings.

They visit the mining site with a hand-held moni-
toring device and take readings of the pollution level.
These readings are just a representation of the time
during which they are at the mining site. They will not
be a true picture of the pollution level in the area. The
miners can decide not to perform any active work the
day the Environmental Protection Agency is present
so as not to increase the pollution readings.

Figure 7 is a typical example which shows an Envi-
ronment Protection Agency taking a site reading of
PM, 5 at a mining community in Ghana in 2019.
These traditional methods have their limitations. They
require a larger workforce and field personnel for the
on-site readings. Time becomes an important factor
to consider in the traditional approach. It needs more
time and effort to obtain data for processing, analysis,
and usage. It can be costly and it does not give a true
representation of pollution in the area.

With the application of the Internet of things
(IoT), the challenges associated with the traditional
method of environment pollution data collection can
be reduced and eventually eliminated. [oT are normal
objects (“things”) that are endowed with network capa-
bilities (Uckelmann, Harrison & Michahelles 2011).

Figure 7. Personnel from the Environmental Protection
Agency in Ghana taking a manual pollution data from a
mining site.



These network capabilities aid the device to trans-
mit and receive information. The IoT system creates a
platform for connectivity among computing and dig-
ital systems for data transfer over a network without
requiring human-to-human/computer interaction.

4.3 IoT environment pollution monitoring
architecture

AnAir Visual Pro monitoring device would be installed
at the different mining sites, Ghana, Kenya, and Tan-
zania for this proposal, as indicated in Figure 8. The
AirVisual Pro is an air quality monitoring device that
provides real-time measurements of particulate pol-
lution (PM;5), CO,, humidity, and temperature and
displays the data on an easy-to-read color display and
over the internet.

The Air Visual Pro sensor device takes field data 24
hours per day. The sensors are connected over the inter-
net via a designated Wi-Fi module onto a cloud server
(Air Visual Pro and Ubidots Cloud Server). Most of the
mining sites are located in remote areas where GSM
(Global System for Mobile communication)-based
stations cannot be accessed, therefore a Wi-Fi mod-
ule will not work in this case. The bandwidth required
to transmit the pollution data is also very low, therefore
LoRa (Long Range), which is a low-power—wide-area
network protocol that allows a long-range transmis-
sion of more than 10 km, can be used in the remote
areas. Figure 9 represents loT-based environmental
monitoring using LoRa.

An End User Software, Air Visual Pro Software,
and an additional developed software using Ubidots
would be installed on the Environment Monitoring
Agency monitoring station for data analysis and usage.
Based on the analyzed data, the agency can effectively
monitor and implement the needed measures to reduce
the level of pollution and to rightly advise the mining
companies on the necessary preventive measures. The
monitoring can take place on a 24-hour per day basis.

¥ <l
. ®
M;\\ Manitoring Station
8 Sit Environment Agencies
Kenya Et?.' [ g :I
Figure 8. IoT environment pollution monitoring architec-
ture.
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Figure 9. IoT-based environmental monitoring using LoRa.
This approach reduces cost, saves time, and speeds
up the monitoring process. There is the surety of high
dataaccuracy and efficiency as human errors in on-site
readings are avoided.

5 CONCLUSION

Mining plays an important role in the growth of many
developing countries. The GDP growth of most coun-
tries depends on mining and it also provides employ-
ment to a lot of people. However, there is an adverse
effect of mining from both large- and small-scale min-
ing on human health, especially from an increase in
PM, 5. Results obtained from the PM, 5 data retrieved
from the NASA GIOVANNI system from all the six
mining sites from three different African countries
show that the PM, 5 values were lower before the min-
ing sites were established. There was a significant
increase in pollution level over time at all the min-
ing sites as compared to the WHOs PM, 5 standard for
monthly and annual mean. Tanzania’s Geita goldmine
recorded its highest PM, 5 value of 0.0019 kg m~2 in
1998. Karebe gold mine in Kenya experienced a 58%
PM, 5 increase from 2007 to 2016. There was a 250%
increase in PM; 5 from the location of Tarkwa Gold-
fields in Ghana from 1993 to 2008. Bulyanhulu Gold
mine in Tanzania recorded a massive PM, 5 increase of
443% from 1998 to 2008. The location for Kilimapesa
goldmine in Kenya recorded a 601% increase from
1999 to 2016. Obuasi Gold mines in Ghana recorded
the highest PM, 5 increase from 0.0000050603 kg m—2
in 1999 to 0.0003470 kg m~2 in 2008. The outcome
of the pollution level from these mining sites can help
the regulatory bodies to make policies that will help
reduce the pollutants produced by the mining compa-
nies, with an effect on human health. There is a need
for a technological continuous method for monitoring



the pollution levels at the mining sites by the regulatory
bodies, therefore an loT-based solution was proposed
to enable continuous real-time monitoring with high
data accuracy of the pollution level from the various
mining sites.
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ABSTRACT: Power outages in Rwanda severely affected most of the Western and Northern grids of Rwanda in
2018,2019, and 2020. This paper studied the causes and mechanism of power outages and developed the methods
and techniques to mitigate the power outages. Two operational elucidations such as a balanced steady state
control system and an optimal overcurrent relay settings model for operational HV substation relay coordination
have been proposed and developed. The sustainable synchronism between Rwanda Power system regions was
becoming difficult over time due to load disturbances/changes. The under and over frequency, and under and over
voltage load shedding techniques have been taken to reduce and mitigate the system outages. However, in order
to minimize power outages in emergency regions, these systems have been extended in different regions such
as Western and Northern grids which need to be maintained. The PID controllers for enhancing and mitigating
the power outages have been developed in single and two area power systems. The load disturbance injection
of 50MW has been created. Matlab/Simulink 2017a have been used to simulate the frequency load control,
overcurrent relay, and power system models. The relay coordination and settings for a 110/15kV substation with
a 17156.48A and 13987.10A of maximum and minimum fault currents, plug setting (PS), and actual operating
time of the different relay have been ascertained and modeled. The simulation results have been compared with
and without PID controller installation in the power system and it has been shown that the frequency response
characteristics for single and two area networks in western and northern grids have been minimized to 0.0 Hz,
0.0 Hz, and 2.5 sec for overshoots, steady state errors, and settling times after cascade outages respectively. The
overcurrent substation relays have been coordinated with the expected times 0f0.0924-0.0622sec, 0.0949-0.0720
sec, and 0.0764—-0.0661sec for extremely, very, and standard inverse relay characteristics, respectively.

Keywords: Overcurrent relay; Frequency Load Control; Power Outages; Matlab/Simulink 2017a; PID
controllers; power system stability.

1 INTRODUCTION

The power outages in Rwanda clearly demonstrated the
relevance of the severe problems of loss of supply and
MW loss. The situation is further complicated by the
necessity for the power system to survive under com-
petition and uncertain conditions. Based on a detailed
power outage analysis, the dangerous overload of the
transmission grid is held as a key element initiating the
development of many cascading processes (Zalostiba
2020). The outages which occurred in Rwanda from
2018 to June 2020, have mostly proven severe and very
significant. It has been reported that during the power
outages, about 5 million people have been affected in
5 districts from the Northern region and 5 districts

DOI 10.1201/9781003221968-7

from the Western region, and 70 MW of loads were
lost, which is about 27% of the total load. Some other
major outages began when lightning and overload-
ing caused the tripping of a major transmission line
between Western and Northern grids. Research work in
these two regions are aimed at predicting voltage col-
lapse and voltage overload with a view to controlling
and reducing its occurrence on power system networks
(Weiss 2019).Most of power outages are triggered by
distribution circuit failure (Wang L. 2016). Conven-
tionally overcurrent relay settings are provided based
on the full load current of power system components.
Load frequency control was based on many power
control advanced concepts and the dynamic behav-
ior of many industrial plants is heavily influenced
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by disturbances and in particular, by changes in the
operating point (M. Wadi, 2017). The problem of coor-
dinating protective relays in power system networks
consists of selecting their suitable settings such that
their fundamental protective function is met under the
requirements of sensitivity, selectivity, reliability, and
speed. In amodern power system, abnormal conditions
can frequently occur to cause interruption to the sup-
ply, and may damage the equipment connected to the
power system, which allows us to note the importance
of designing a reliable protective system (Mancer N,
2015). The power system is the interconnection of
more than one control areas through tie lines. The
generators in a control area always vary their speed
together (speed up or slow down) for the maintenance
of the frequency and relative power angles to the pre-
defined values in both static and dynamic conditions.
If any sudden load change occurs in a control area
of the interconnected power system then there will be
frequency deviation as well as tie line power devia-
tion (Behera, 2019). The cascade outages that occurred
in Rwanda from 2018 to 2020 mostly proved severe
and very significant. It has been reported that during
the power outages about 5 million people have been
affected in 5 districts from the Northern region and
7 districts from the Western region, and 70 MW of
load were lost, which was about 27% of the total load.
Some other major cascade events began when light-
ning and overloading caused the tripping of a major
transmission line between the Western and Northern
grids. Research work in these two regions aimed to
predict voltage collapse and voltage overload with a
view to controlling and reducing its occurrence on
power system networks (Weiss R. 2020). Electrical
energy is a primary prerequisite for economic growth.
The demand for electrical energy has greatly increased
due to large-scale industrialization. A modern power
system operates under stressed conditions because of
the growth in demand and the deregulation of electric
power system. This leads to many problems associ-
ated with the operation and control of power systems.
The economics of power generation has been a major
concern for the power utilities (P. K. Modi, 2006).
Power systems are becoming heavily stressed due to
the increased loading of the transmission lines and
due to the difficulty of constructing new transmission
systems as well as the difficulty of building new gener-
ating plants near the load centers. All of these problems
lead to the voltage stability problem in the power sys-
tem (Z. Osman, 2006). The effective power system in
Rwanda relies heavily on the ability of engineers to
ensure a continuous and reliable service in cascade
outages. In the ideal case, the load feeding should be
at a constant frequency of 50 Hz and voltage. For rea-
sonable operation of consumer devices, voltage and
frequency should be maintained and secured within
tolerable limits in practical applications. A voltage
decrease from 10% to 15% or a reduction in fre-
quency of system can cause stalling of the device loads
(Tanwani, 2013). The first requirement of this is the
maintenance of parallel operation of the synchronous

52

generator with the necessary ability to grip the load
condition. Because, if synchronism between the gener-
ator and the systems is missing at any time, it will affect
the voltage and current instability and system relays
will disconnect the supply at faulty sections (Naresh
K. Tanwani, 2014). The load frequency control prob-
lems are denoted by regulating the active power output
to generate units responding to the disturbances in sys-
tem frequency and load power interchanges within the
prescribed ranges (Congzhi Huang, 2017). The secure
operation of power systems with the variation of loads
has been a challenge for power system engineers since
the 1920s. (Steinmetz, 1920). The voltage and fre-
quency instability in the short term is driven by fast
recovering load components that tend to restore power
consumption in the time frame of seconds after a volt-
age drop caused by a contingency. The PID controller
and Automatic Voltage Regulator have been shown to
be more effective for the enhancement and optimiza-
tion of power system stability with better damping
under small and large disturbances when compared
with conventional excitation control (M. J. Hossain,
2009).

2 MATERIAL AND METHODS

2.1 Balanced state control system

In this research, the PID controllers for frequency load
control have been employed. The parameters and set-
ting values of single and two area generation of hydro-
electric power plants like the rated power load of 200
MW, load disturbance of 50 MW, turbine time constant
of 0.5 sec, governor time constant of 0.2 sec, generator
inertia constant of 5 sec, governor speed regulation of
0.05 p.u, power system time constant of 10 sec, and
motor load damping coefficient of 0.6 p.u have been
chosen and employed into Ntaruka and Nyabarongo
Hydroelectric power plants as shown in Figures 2, 3,
5, and 6 in the Northern and Western grids, which
have been controlled at Gikondo National Network
Dispatching and Control. The Northern electricity grid
has been monitored to check whether there were any
cascade blackouts or changing conditions during the
system normal operation. The system condition was
evaluated by computing the frequency load system
using PID controllers. These control schemes have
checked the frequency deviation and drips, demand—
supply power imbalance, and load change to ensure
the reliability and stability of the power system. When
the system was determined to be secure (not vulnera-
ble), the monitoring system has continued in operating
condition. Otherwise, the vulnerable parts and con-
ditions were identified. As the possible unbalanced
frequency and overload problems for those vulnera-
ble conditions have occurred, they were predicted, and
suitable and corresponding control strategies to miti-
gate and prevent the power blackouts were identified
and activated whenever needed. The models and sim-
ulations of the scenarios have been computed using



Matlab 2017a/Simulink. Figure 1 demonstrates the
flowchart of power cascade outages detection and the
load—supply power imbalance control from the start
of monitoring of the power system to the provided
frequency control mechanism.

The governor regulated the turbine speed, load-
supply power and the grid frequency by starting the
turbine from a still condition and varied the load on
the turbo-generator in imbalance conditions. The 0.8%
load variation caused 1% frequency change. The rated
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Figure 1. Flowchart of detection for cascade outages mini-
mization in power balance steady system.
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load active power of 200 MW, nominal frequency of
50 Hz, and a sudden load disturbance of 50 MW have
occurred in both area power systems, as shown in Fig-
ures 2 and 5 for no PID installed and Figures 3 and
6 for PID installed. The single area power systems
without and with PID controllers have been computed
and modeled as shown in Figures 2 and 3. The two
area power system has been considered in unbalanced
frequency load control and the generators have been
interconnected in series with the loads fed, and the
load disturbances have been applied in area 1 and the
two power generations have been synchronized as indi-
cated in the Figures 5 and 6. Figures 4 and 7 show the
setting values and parameters of PID controllers in a
single area, area 1 and area 2 in two area power gen-
erations, respectively. The performance characteristics
of power and frequency in two area power generations
with and without PID controllers have been observed,
recorded and plotted in Figures 10, 13—16.

2.2 Optimal overcurrent relay settings for effective
substation relay coordination

The values and parameters of grid and feeder
impedance equivalences, phase to phase fault cur-
rents, current settings of 110 kV incomer and 15 kV
outgoing feeders, and operating times for relay char-
acteristics of the studied Rwanda power system have
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Figure 2. Rwanda Northern grid at Ntaruka hydropower plant without PID controller.
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Figure 3. Rwanda Northern electricity grid at Ntaruka hydropower plant with PID controller.
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Figure 9. Reference of Xs from BB 15 kV.

been calculated and determined. The maximum and
minimum fault currents from the last 3 years were
recorded and documented. Figure 12 demonstrates
a single line schematic of a substation with trans-
former 110/15 kV, 10 MVA, distributed feeders F1,
F2, F3, F4, and spare F5 considering fault locations.
The network MVA short circuit is 2587 MVAsc, both
positive and negative sequence impedance of feeder
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Incoming and outgoing (feeders) for overcurrent relay coordination and protection.

(Z1 =2,) is0.045 +j0.1512 /km. The power system
parameters like (X/R ratio =5, CT ratio =2500/4A,
line length =100Km, positive and zero sequence
resistances = 0.04553 and 0.1517€2 /km respectively,
positive and zero sequence inductances =0.000617
and 0.001533H /km respectively full load current =
1840.9A, line capacity =282 MVA, TMS = 0.05, line
voltage = 110 kV and CT ratio for outgoing feeders =
500/1A, grid frequency = 50 Hz and real power = 70
MW have been considered and collected from Rwanda
Energy Group Ltd under the Energy Utility Corpora-
tion Limited subsidiary and introduced into the power
system grid to simulate the results from the power sys-
tem Matlab model (see Figure 10). From the simulation
of relay status as indicated in Figure 11, the perfor-
mance of these relays has been achieved in a reliable
and sensitive way and Figure 12 shows how voltages
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and currents behaved before, during, and after power
outages along the network. The relay characteristics in
terms of operating times, as shown in Table 5, have
been observed during simulation.

2.2.1 Phase fault currents determination
The calculation of phase short circuit currents requires
the data of grid impedance (Xijjoxy), transformer
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(a) Voltages and (b) fault currents observed during simulation on the power system.

impedance (X;) and feeder impedance (Xy) at fault
location.

The impedance of feeder line varied with the feeder
distance; the length in consideration was from the
15 kV bus bar to the outgoing feeder fault location.
The outgoing of the five feeders, F1 was selected
for the purpose of illustration for the short circuit
current calculations, since the longest (58.5 km) has



Table 1. Feeder impedance calculation.

% Length Feeder Impedances
0 0
1 1%*58.5%(0.045 + j0.151)= 0.026+50.088

been considered. Table 1 shows the calculation of
the feeder impedance at a distance of 0% (bus bar
15 kV) and 1% of the length of the F1 feeder. Let
Zy=2,=0.045 4 j0.151.

The grid impedance 110 kV

2 2
X1y = KV) /MVAsc:(HO) /2587

(1
= 4.2352Q
The grid impedance 15 kV,
(Xsiskp ) 152
X, = OSBKVT o (x. -2
SISKY = ) X Xsnokr) = 1707 o
x 4.2352=0.095Q
Transformer impedance
kV)? 15)?
X)) = &) X 8.67%=( )
MVA 10 3)

x 8.67%=1.95Q

The reduced equivalence impedance diagram is shown
in Figure 9.

The equivalent of impedance in the fault location
was calculated in series,

Zieq = Zneg =Xs15kv) +X; + Xp1 =0.045 )
470151 4 Xp Xy =j0.095 + /1.95 = j2.045

Table 2 indicates the feeder impedance equivalence of
fault positions 0% and 1% respectively.

Table 2. Feeder impedance equivalence calculation.

% Length Feeder Impedances
0 j2.045
1 j2.045 4 0.026 +j0.088 = 0.026 + j2.133

Phase to phase short circuit current (Is¢) in the
feeder is affected by positive and negative sequence of
equivalent impedance (Z1., and Zj,,) at fault location.

B 4 v
S Zleq+ Zoey  2Zneg

®)

Isc

where V is ph—ph voltage. Based on equations (5) and
Table 1 for equivalent of impedances following the
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25%, 50%, 75%, and 100% feeder locations, by imi-
tating the same procedures, the short circuit currents
found after calculation are tabulated in Table 3.

Table3. Calculated and protected fault current levels based

on maximum fault occurrences.

% Calculated Occurred Protected

Length  Fault level Fault Level Fault Current
Current (A)  (A) Level (A)

0 3667.48 13489(Itauit—max) ~ 17156.48

1 3515.92 17004.92

25 1833.96 15322.96

50 985.02 14474.02

75 655.76 14144.76

100 498.10 1617(Ltayit—min) 13987.10

The current setting (/,;) of the OCR relay is
120% of the full load (Z,) equipment installed. The
lowest current installed transformation is 1840.9 A.
Selected 120% x I, must be planned for extreme load
forbearance.

Lset = 120% x [, = 120% x 1840.9 =2209.08 A. (6)

The outgoing feeder utilized a current transformer
ratio of 500 / 1 A. The setting current (/i) of the OC
relay is 120% of the full load current (Z71—joaq) of the
installed equipments (CT) 500 A.

Iset =120% x Ifu”,]oad =120% x 500 = 600A (7)
2.2.2  Calculation of operating time of OCR (tocr)
The time multiplier setting (TMS) and working time
(tocr) based on the short circuit current on 15 kV
bus have been regulated to 0.05 and calculated respec-
tively.

0.14

13.5
IR (t) = —— x TMS )
Psm — 1

EIR (t) = ———— x TMS 10

(t) P —1 > (10)
where

Isc

Psm=— (1D

set

By replacing (11) in (8), (9), and (10) we get: standard
0.02

(i)'

Iset

inverse relay, TMS = : X tocr » tocr is OCR

tripping time when fault occur at 15 kV bus bars;
0.14

0.02

(=)

tocr = x TMS; (12)

Lset



very inverse relay,

™S = X tocr,
13.5 (13)
13.5
tocR = V———— X TMS,
(5)-
set
extremely inverse relay,
2
TMS (115*;) ! t
= X 1ocRr»
80 (14)
80
tocr = - X TMS,

tocr 1S tripping time of overcurrent relay Figure 10
demonstrates the power system model to be set and
coordinated using overcurrent relays

3 RESULTS AND DISCUSSIONS

3.1 Frequency response characteristics

In this research paper, during the load disturbance
conditions, frequency load PID controllers have been
developed and performed in balancing steady state
condition by considering the values of overshoot,
steady state error, and settling time. The frequency has
been stabilized and balanced by using PID controllers
in single area and two area hydroelectric power plants.
The simulation results in Table 4 and in Figures 13—16
for single and two area power systems show that by
applying a step load increment of 0.25 p.u MW equiv-
alent to 50 MW before PID controller installation, the
generation plants have been collapsed with an over-
shoot of 0.02 Hz, a steady state error of 0.55 Hz, and a
settling time of 10 sec. After PID controller installation
in the generation control station and National Dis-
patching, the power system was recovered to normal

Table 4. Simulation results of frequency response.

SINGLE TWO

AREA AREA
Frequency Frequency
Response Response
Characteristics Characteristics
Before After  Before  After
PID PID PID PID
Overshoot (Hz) 0.02 0 0.03 0
Settling time (Sec) 10 2.5 10 2.5
Steady state 0.55 0 0.57 0
error (Hz)

Recorded nominal  <49.5 50 <495 50
frequency (Hz)
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state at 0.0 Hz, 0.0 Hz, and 2.0 sec for overshoot, steady
state error, and settling time, respectively (see Figure
14 and 16). The generation power plants have been syn-
chronized with a synchronization parameter as shown
in Figures 5 and 6, and the simulation results show
that by setting the PID controller and install in a power
network, the overshoot, steady state error, and settling
time have been minimized to 0.0 Hz, 0.0 Hz, and 2.5
sec, respectively, and it has been observed that the
frequency has been recovered and remained at 50Hz
after load disturbance. Table 2 shows the summarized
simulation results of single and two area power sys-
tems of the frequency responses before and after PID
application in the hydropower station.

Summarizes the single and two area power system
frequency results before and after plant perturbations.

(a) Single Area Frequency in Hz before PID Installation

(b) Single Area Freque )eviation before PID Installation

Figure 13. Frequency response without PID controller with
load disturbance injection.

(a) Single Area Frequency after PID installation

Figure 14. Frequency response with PID controller with
load disturbance injection.



ioad disturbances

Figure 15. Frequency response of two area power genera-
tion without PID controllers.

Figure 16. Synchronized frequency response with PID
controllers in two areas after disturbances.
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3.2 Overcurrent setting and substation relay
coordination

Results summarized in Table 5 and Figure 17 are based
on Table 5 with equations (5), (6), (7), (8), (9), (10),
(11), (12), (13), and (14). Calculations were made
of operating times of overcurrent relay incoming and
outgoing for SIR, VIR, and EIR using /., and Isc.

Table 5. Operating time of incoming and outgoing feeders
of OCR characteristics.

Operating Time (focr) in secs

OCR OCR OUTGOING
Fault INCOMING FEEDERS
Positions
(%) El VI SI El Y% SI
0(15kVBB) 0.067 0.099 0.167 0.0048 0.0244 0.1009
1 0.068 0.111 0.168 0.0049 0.0246 0.1011
25 0.084 0.113 0.177 0.0061 0.0275 0.1045
50 0.095 0.121 0.182 0.0068 0.0291 0.1064
75 0.100 0.124 0.185 0.0072 0.0299 0.1072
100 0.102 0.126 0.186 0.0073 0.0302 0.1076

Relay coordination and settings were generally
based on their characteristics, which indicated the
speed of operation. The characteristics are: Standard
Inverse (SI), Very Inverse (VI), and Extremely Inverse
(ED). From Figure 17 and Table 5, it was observed
that the extremely inverse, very inverse, and standard
inverse were working at 0.067-0.102 sec, 0.099—
0.126 sec, 0.167-0.186 sec, and 0.0048-0.0244 sec,
0.1009-0.0073 sec, 0.0302-0.1076 sec for overcur-
rent incoming and outgoing feeders, respectively. The
operating time of overcurrent incoming and outgoing
feeders were calculated based on the short circuit cur-
rents demonstrated in Table 3, and for a time setting
multiplier that was set at 0.05 sec (IEC standards), and

14144.76

13987.1

14474.02

Fault Current levels(A)

VI OCR Incoming

SI OCR Incoming
EI OCR Outgoing Feeders ® VI OCR Outgoing Feeders

ElI OCR Incoming
SI OCR Outgoing Feeders

Figure 17. Operating times of overcurrent relay incoming and outgoing feeders.
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also based on equations (5), (6), and (7). By applica-
tion of autorecloser and overcurrent relays and creation
of three phase faults in the power network, it has been
shown that there was improvement and optimization of
voltages and currents waveforms in the transmission
line before, during, and after fault occurrences and the
outages were cleared (see Figure 12). As the power
outages occurred as shown in Figure 10, Relay 1 and
Relay 2 were coordinated and sent the tripping signals
to Backup CB and Main CB1, respectively, to open and
isolate the power system grid and trip the network; the
currents increased rapidly, waited for fault clearance
restoration signals from relays, and restored quickly.
The voltages decreased to zero volts instantly, as shown
also in Figure 12. This meant that during the out-
ages, overcurrent and autorecloser relays for extremely
inverse tripped at a very short time, as indicated in the
Table 5 and Figure 17 normally. Whenever a transient
fault has occurred in the system, the autorecloser relay
checked the synchronism of the network and the out-
ages were mitigated and prevented. From voltage parts,
at the 5 sec, the grid worked normally, after 0.02 sec,
an outage occurred, was recorded, and remained in the
power system for a period of 0.064 secs, after which
the autorecloser with an overcurrent relay commanded
the main CB to trip and isolated the faulted part within
0.064 sec; at 5.084 sec it became normal, protected,
and optimized. Like the fault current’s part, at 5 sec,
the system normally worked within 0.01 sec, when the
network was faulted during 0.04 secs and restored at
5.05 secs. With reference to Figure 17 and Table 5, the
time of operation of overcurrent relays varied, with the
extremely inverse relay the smallest, followed by the
very inverse and standard inverse for both overcurrent
relay incoming and outgoing feeders, respectively. It
should be also observed that the three relay character-
istics have been considered during the relay settings.
The standard inverse characteristic took care of faults
within the utility substation. The very inverse charac-
teristic took care of faults at the midpoint of the feeder,
while the extremely inverse characteristic took care of
faults at the far end of the feeders.

4 CONCLUSIONS AND RECOMMENDATIONS

In this paper, we presented a frequency-based load
control scheme to balance demand with supply and
regulated frequency in a power system. We set up a
load control optimization problem with the objective
of minimizing the total frequency variation/error and
the constraint of demand—supply power balance. The
load frequency PID controllers using local frequency
measurements per unit to solve the load disturbances
and prove the convergence of the controllers have been
designed. Numerical experiments have demonstrated
that the proposed PID load control scheme was able
to relatively quickly balance the power demand with
supply and restore frequency under generation-loss.
It can be observed that under steady state condition,
incremental turbine power output of single and two
area in which disturbance were given, became equal
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to the load disturbance and that of other area became
zero along with zero tie-line power deviation with
the controllers used in frequency load control of the
case studies. Further research should deal with more
than two frequency control areas in a microgrid to
ensure the reliability and the security of the generation,
transmission, and distribution systems. The overcur-
rent relay characteristics were developed and modeled
in MATLAB/SIMULINK. The performance charac-
teristics of the overcurrent relay were evaluated at a
location with three-phase faults. The protection of a
110/15 kV substation with two bus systems and its
relay settings has been presented. The optimal coor-
dination of overcurrent with extremely inverse time is
better than very inverse and standard inverse charac-
teristics because overcurrent relay feeders as the main
protection and overcurrent incoming as backup protec-
tion were able to work faster to protect the distribution
system from phase-to-phase short circuit currents that
occur in the feeders. The information like fault data,
transmission line data, load data, power system data,
and different relay types, like Mho relay, differential
relay, and impedance relay need to be considered for
upcoming research. The model can be extended to
other categories of relay characteristics and fault types
to implement real-time relay modeling of the power
system.
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Bayesian inference for simple and generalized linear models: Comparing
INLA and McMC
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ABSTRACT: Markov chain Monte Carlo (McMC) is a traditional technique in Bayesian inference. Lately,
Integrated Nested Laplace Approximations (INLA) has gained popularity as another technique for Bayesian
inference. This paper compares the performance of these techniques in terms of accuracy, execution time, and
computational burden in simple and generalized linear models. At the end of the simulation study, INLA produced
estimates similar to those of the McMC technique. This observation was evident in the estimates of the fixed
parameters of the models. Though random effects of the generalized linear model were not considered in this
paper, those of the simple linear model were considered and the estimates by the two techniques were found to
be closely identical, leading to the conclusion that INLA is as computationally efficient as McMC. Furthermore,
INLA took a shorter time in approximating parameters than McMC. Finally, McMC was found to be more

computationally intensive than INLA.

1 INTRODUCTION

The two main approaches in inferential statistics are
the Frequentist and the Bayesian approaches. Though,
if procedures are carefully followed, both approaches
produce identical results, they vary mainly in their con-
ceptualization of probability (Fox, 2015). While the
Frequentist sees probability as a limiting frequency
of an experiment repeated infinitely, the Bayesian, on
the other hand, sees it as a subjective quantity which
depends on the availability of information (Wakefield,
2013). Applying these approaches in any simulation
study requires mathematical models, and in statis-
tics these models are largely classified as either a
simple linear model or a generalized linear model.
While in simple linear models, the response vari-
able assumes a Gaussian distribution, the response
variable of a generalized linear model assumes a non-
Gaussian conditional distribution (Fox, 2015). This
paper focuses on Bayesian inference for simple and
generalized linear models, comparing the traditional
Markov chain Monte Carlo (McMC) technique with
the relatively new Integrated Nested Laplace Approx-
imation (INLA) technique in terms of computational
burden, accuracy and time of execution.

2 LITERATURE REVIEW

Bayesian inference is basically determining parame-
ters of a model by sampling from its posterior marginal
and this is accomplished mostly by the McMC tech-
nique but with several challenges (Gamerman, D. &
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Lopes, H.E, 2006). One of the challenges is the con-
vergence of the Markov chain, which mostly takes
quite some time. Another challenge is the fact that
the McMC process is computationally intensive. These
challenges result from the complex form that the pos-
terior distribution takes, making it not easy to sample
from (Givens, G. H., & Hoeting, J. A., 2012).

For the past two decades, several software for imple-
menting McMC have been developed. Some of them
are OpenBUGS (Lunn, D., Spiegelhalter, D., Thomas,
A. & Best, N., 2009), JAGS (Plummer, 2003), and
CARBayes (Lee, 2013). While most of these software
rely on Monte Carlo integration for the estimation
of parameters, INLA, which is another technique in
Bayesian inference, computes very accurate approxi-
mations of the posterior marginal in a fraction of the
time used by McMC and its software, and it does this
by numerical integration (Rue, H. & Held, L., 2005)
(Rue, H., Martino, & S., Chopin, N., 2009).

In 2010, there was a study titled “Posterior and
Cross-validatory Predictive Checks: A Comparison of
McMC and INLA in Statistical Modeling and Regres-
sion.” This study compared cross-validatory checks
between INLA and McMC (Held, L., Schrodle, B. &
Rue, H., 2010). (Carroll, R., Lawson, A. B., Faes, C.
Kirby, R. S., Aregay, M., & Watjou, K., 2015), and
also compared INLA and OpenBUGS for hierarchical
Poisson modeling in disease mapping. It concluded
that INLA underperformed in estimating the param-
eters of the random effects when compared with
OpenBUGS in disease mapping. This study compares
the performance of McMC and INLA in terms of
accuracy, time of execution, and computational burden

DOI 10.1201/9781003221968-8



in simple and generalized linear models. The versions
of R and INLA used in this simulation study are 4.0
and 20.05.12, respectively.

This paper is organized as follows: the methodology,
which consists of the setup and simulation procedures
for the models under consideration, results and dis-
cussion, and finally, the conclusion, limitations, and
recommendations. Emboldened uppercase letters are
matrices and emboldened lowercase letters are vec-
tors. Again, emboldened Greek letters are vectors
of parameters and non-emboldened Greek letters are
parameters.

3 METHODOLOGY

3.1

3.1.1 Simple linear model
A model given by

McMC formulation for the simple linear model

(D

is a linear model in X, where X = design matrix, y =
observed data or response vector, § = parameter vec-
tor, & = error vector and / = identity matrix(Bingham,
N. I. & Fry, J. M., 2010). Upon the assumption that
the error vector, €, is Normally distributed with mean
vector =0 and a diagonal matrix of a2, the variance-
covariance matrix, the only unknown parameters to be
determined in this model are B, and a2,

y=XB+e,e~N(0,0°1)

3.1.2  Setup
Consider the setup for n observations where the
response variable, y;, i =1,2,-- -, n, is normally dis-
tributed with mean, n; =x! B, and variance, ™! (¢
being the precision parameter with 7~! = ¢?). With a
flat prior distribution on # and a Gamma prior on 7, say
T~ Gamma(a, b) where a is the shape parameter and
b, the rate parameter, the full conditional distributions
of B and 7 can be deduced. To deduce them, the like-
lihood and the prior distributions had to be defined,
after which the corresponding posterior distribution
was determined and thereafter, the full conditionals
derived. The details are as follows:

The likelihood of y is given p (y|B, ")

—n/2 _n T T
em " lep -2 (-XB) b -XB)] @
The prior distribution of 7 is also given by
p () =——1“Vexp(~b1) 3)
( )
Lastly, the flat prior distribution of g is given by
rB =1 4)

The posterior distribution, which is a product of the
likelihood in equation (2), the prior distributions of
equations (3) and (4), is given by

p(B.xly) xp (WIB, ") p B p (D)
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Now, the full conditional distribution of § is derived
as follows:

p(Bly. v ocp (vIB.7") p(B)
=@ exp 2~ XB) (v — X))

ocexp -3 = XB) (v — XB)|
=exp —% vy — 28" X" +ﬂTXTXﬂ)]

oxexp[—= (—2pB7XT + ﬂTXTXﬂ)]
(87828 (X"X)"'x"y)
x|
oexp [— S (B-(xmx)” XTy)T (X7X)
(8- (%) x7y)]
=N<(XTX)"XT % (XTX)_I)

Also, the full conditional distribution of 7 is as deduced
below:

=exp

[
-
[-

T
2
T
2

(x
-1

®)

ptly.Bocp (vIB. 7 ") p(r)
=Q2m) "2 1"? exp [—E(y -Xxp)7 (y —Xﬁ)]

bll
—— 1t Vexp (- b1)
I'(a)

O(T(‘H—%_l) exp |:—‘[ (b —+ %()] —Xﬂ)T(.)} _Xﬁ))]
= Gam (a +n/2,b+ %(v - XB 'y —Xﬁ)> (6)

3.1.3  Simulation

The linear model was established as y =1+ 2x + ¢,
where € ~N (0,1), with mean, n; = 8y + Bix;. The
covariate, x;, was assigned the standard Normal dis-
tribution prior, the parameter, g; ~ N (0, 1000), and
T~ Gam(1,5e — 05). These prior distributions were
specifically chosen to render them non-informative.
By this, their influence on the posterior distribu-
tion was minimized to allow a likelihood dominance,
thereby rendering the Bayesian procedure objec-
tive.(Berger, 2006). With the full conditional distri-
butions of the parameters, § and 7, in closed form
as indicated in equations (5) and (6), McMC samples
were drawn for B and 7 using the Gibbs sampling algo-
rithm. It is important to note that drawing samples from
a full conditional distribution renders a Markov chain
stationary (Wakefield, 2013).

3.2 McMC formulation for the generalized linear
model

3.2.1 Generalized linear models
Models with response variable, y;, having a spe-
cific non-Gaussian conditional distribution are said to



belong to the family of generalized linear models (Fox,
2015). With such models, the response variable has a
distribution that belongs to the exponential family and
has a link function (Wakefield, 2013). By the above
description, there are several generalized linear mod-
els but the Poisson model is what was considered in
this study.

3.2.2  Setup

Considering a map of n small regions, let y; denote
the observed count and E; the expected count in each
region, i. This setup results in the response variable,
i, being distributed as y;|n; ~ Po(E; exp (;) ) , where
ni =X B is the relative risk of the Poisson model.
B = vector of parameters to be determined and X; =
covariates. Let a Normal prior with mean = g, and
variance-covariance matrix = X, be assigned to B.
Then the posterior distribution of 8 given the data, y,
is

7 (Bly) o<p (vIn) p (BIBo- Zo)

The terms on the right of equation (7) are

0

exp( — E;exp (1))

“(E; )Y’
p(in) = H(*”‘ypif"i»
i=1 L

n
= exp <Z(Yﬂ7i — Ejexp (n;) + yilnE;

i=1
_ln()’i!))>
7 (BIBo. o) = (2m) | Zo|/?
1
exp [—5 (B—8))" %' (B~ .30)]

After ignoring constant terms in equation (7), the
posterior distribution becomes

n

p (ﬂb’) X exp (Z (ym,- —Ejexp (771'))

i=1
1 Ty—1
—3(B— )" (B- ﬂo)>
Since the posterior distribution is not in closed form,
it is difficult to draw McMC samples from it. To arrive
at a proposal distribution that is easy to sample from, a
second order Taylor’s expansion about a suitable value,

say z;, had to be constructed (Rue, H. & Held, L., 2005).
The resulting expression is

~ 1
f () = E;jexp(z) <Zi - EZ,Z - 1) + (yi + E;
1
exp (1) (i = D) i = 5 (Eiexp ) nj (8)
Equation (8) is equivalent to

N |
f)=a; +bm; — Ecm?
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Now, the full conditional distribution of  becomes

P(Bly) < p(y|B)p (B1Boy: Zo)

7 E,' €X ( ) 4
1 <yp7’n) exp (~E; exp (1)) (2) "2
i=1 "
|| 7172

H (B=80)" %" (B~ ﬂo)]

i=1

(
[_
(

(yiﬂi — E;exp (ﬂi)))
(B—80) %' (B ﬂo)]

=exp Z (vini — Eiexp (n;))

i=1

1

(B—80) %' (B ﬂo))
1
—exp (~5875 '8+ 67 (5'$0)
+n'y —exp(n)' E)
Let () =47y — exp ()T E). Then by the second order

Taylor’s expansion of f(5) at z, a similar expressions

asf(n) oxn’h— %177 diag (¢)n was arrived at. Hence,
replacing n by X B, ’the full conditional of 8 becomes

1
q (B1y.z, By, Xo) oxexp <_§BT2:51[3
+B" (Zy'By) + (XB)'b — %(Xﬂ)T diag (c)Xﬁ)

—exp (=5 (875" B 267 (3'80) ~ 208"
+(XB)" diag (c)X B))

=exp (-% (B" (25" + X7 diag (c)X) B — 28"
(Z0'Bo +X")))

=N (2580 +X78) (25" + X7 diag (e)X) ",
(=5 + X7 diag (c)X)_l)

The above approximated density is multivariate nor-
mal distribution with precision,

P=%;" + X" diag (¢)X.

3.2.3  Simulation

The expected count for each region, E;, was fixed at
one. About 100 arbitrary regions were considered and
the relative risk, n;, was parametrized with the log
relative risk model given by log (1;) =1 + 2C;. This
parametrization was to aid the modeling of the rela-
tionship between the dependent and the independent



variables (Wakefield, 2013). The covariate, C;, was
mean centered to assist in the goodness-of-fit of the
model. The log of the relative risk of the fitted model
was established as log n; = By + B1C;, where By and
Bi1, expressed compactly as B are the parameters to
be estimated. These parameters were assigned a prior
distribution of g; ~ N(0, 1000) and C; ~ N(0, 1). The
distribution of 8; was non-informative in order to make
sure that the posterior distribution is dominated by the
likelihood so as to enhance objectivity in the simula-
tion process. The simulations were carried out using
the Metropolis-Hasting algorithm of McMC.

3.3 INLA formulation for both models

It was very easy implementing INLA for both mod-
els. All that was needed was to establish a relationship
between the response variable and the covariates,
indicate the required data and then apply the INLA
function. This seems not to be the case for the
implementation of the McMC algorithms.

4 RESULTS AND DISCUSSION

4.1 Results in terms of accuracy

This section states the parameter estimates and other
relevant plots of the simple and generalized linear
models. The details are as follows:

4.1.1 Simple linear model

For the purposes of convergence diagnostics, the trace,
and autocorrelation plots of tau, 7, were ascertained.
They are as shown in Figure 1. The corresponding con-
vergence diagnostics plots of § were similar to those
of 7 so they were excluded to avoid tautology.

Trace Flot

Autocomelation Plot

04 085 08 10

MeMC Realizations

06

0 2000 4000 GOOO 8000 0

Index

Figure 1. Trace and autocorrelation plots of the McMC
realizations of Tau, 7.

Secondly, a table showing the mean values of the
parameters estimated by the McMC and INLA tech-
niques, with their respective standard deviations (in
brackets) and the true values of the parameters of
interest, is as shown in Table 1 above.

Also, graphs of INLA estimates superimposed on
the McMC realizations of Sy,01, and T were plotted to
complement the values of Table 1. These graphs are
as shown in Figure 2 below. The histograms are the
McMC realizations while the curvy outlines superim-
posed on the histograms are the INLA estimates.
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Table 1. A table of parameter estimates with their respective
standard deviations (in brackets) and the true values of the
parameters of interest.

Parameters
Technique Bo Bi T
McMC 1.283(0.11)  2.097(0.12)  0.907(0.13)
INLA 1.281(0.11)  2.098(0.12)  0.907(0.13)
True Values 1.000 2.000 1.000
: Z-I'} 0B Ilﬂ 'IE 'II lIE . OI? II(- 12 II¢ 18 : II—': 18 20 22 24 28
Figure 2. INLA estimates superimposed on McMC realiza-

tions for the Simple Linear Model.

4.1.2 Generalized linear model

Similarly, Figure 3 shows the trace, and autocorre-
lation plots of B;. These plots are to facilitate the
convergence diagnostics of the McMC process. Again,
similar graphs were plotted for 8, and they were found
to be similar to those of 8; so they were excluded to
avoid the repetition of equivalent plots.

Trace Flot

Autocorrelafion Plof

MeMC Realizabons

00 4000 G000 8000 o

Index

Figure 3. Trace and autocorrelation plots of the McMC
realizations for ;.

Also, the McMC realizations and INLA estimates
are as shown in Table 2 below. Table 2 consists of the
mean realizations (estimates) with their corresponding
standard deviations (in brackets) and the true values of
the parameters of .

Table 2. Mean realizations of McMC and INLA with
their respective standard deviations (in brackets) and their
corresponding true values.

Parameters
Technique Bo Bi
McMC 0.979 (0.06) 2.016 (0.04)
INLA 0.979 (0.06) 2.016 (0.06)
True Values 1.000 2.000




To complement the results in Table 2, graphs of the
INLA estimates superimposed on the McMC realiza-
tions were plotted. They are as shown in Figure 4 below.
The curvy outlines are the INLA estimates while the
histograms are the McMC realizations

I,

al I|Ir
—
1.90 200 2

6§ 8 10

AN [ [ S — —

02 4

| S —

07 08 09 10 14 10

Beta_0 Beta_1

Figure 4. INLA estimates superimposed on the McMC
realizations for the Generalized Linear Model.

4.2 Results in terms of time of execution

Comparing the time of execution, McMC used 5.14
seconds and 21.87 seconds in the realization of the
parameters for the simple and the generalized linear
models respectively. On the other hand, INLA used less
than 3 seconds in approximating the same parameters
for both models.

4.3 Discussion

The discussion is in two parts. First, a discussion of
the convergence diagnostics of the McMC technique
in both models and secondly, a comparison of McMC
and INLA in terms of accuracy, time of execution and
computational burden. With the results for the simple
linear models being relatively identical to that of the
generalized linear models, the discussion was clamped
together to avoid repetitions. The details are as follows:

4.3.1 Convergence diagnostics of McMC

The trace plots of the parameters of interest suggest
well-mixed chains in both models. This is typified by
how the chains moved away from their initial values
rapidly with the sample paths wiggling about vigor-
ously in the area supported by the distributions of
the parameters. This phenomenon is also an indica-
tion that the chains converged very fast and that the
values sampled from the simulations attained station-
arity (Nylander, J.A.; Wilgenbusch, J. C.; Warren, D.
L. & Swofford, D. L., 2008). The autocorrelation plots
of the same parameters for the models also showed
the dependence of the realizations in 10 iterates apart.
The 10 iterates apart is the lag and as it increased,
there was an observed exponential decay, suggesting
independence between the iterates (Cowles, M. K. &
Carlin, B.P, 1996).

4.3.2  Comparing McMC and INLA in terms of
accuracy

The McMC realizations and the INLA estimates were

relatively equivalent. These are as shown in Tables 1
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and 2 with Figures 2 and 4 to complement. By these
tables and figures, it can be said that the INLA
estimates were as accurate as the McMC realizations.

4.3.3  Comparing McMC and INLA in terms of time
of execution

To determine the time of execution for the estima-

tion of the parameters, both techniques were timed

during their respective executions. It was found out

that the McMC process took much more time for its

realizations to be ascertained compared to INLA.

4.3.4 Comparing McMC and INLA in terms of
computational burden

With the determination of the posterior distribution,
the corresponding full conditional distributions for the
parameters of interest, and the computer intensity of
the simulation process, McMC was found to be com-
putationally burdensome, compared to INLA which
required the specification of the relationship between
the response variable and the covariates in the form of
a formula, stating of the data and the application of the
INLA function.

5 CONCLUSION, LIMITATION, AND
RECOMMENDATION

5.1
1.

Conclusion

The parameter estimates of INLA were as accurate
as the McMC realizations in both the simple and
generalized linear models. This implies that INLA
is as computationally efficient as McMC.

. In both models, INLA estimated parameters with

lesser time compared to its McMC counterpart.

. In general, it was computationally burdensome
implementing McMC as compared to INLA.

5.2 Limitation

1. The random effects of the generalized linear model
were not considered in this simulation study.

2. The conclusions drawn in this simulation study are
peculiar to the R software.

5.3 Recommendation

1. Since there are R packages such as OpenBUGS,
JAGS, CARBayes, etc., for implementing McMC
in Bayesian inference, it is recommended that a
comparative study on the accuracy of these pack-
ages with INLA be carried out for simple linear
models and generalized linear models.

. Further work can be carried out on comparing
McMC and INLA in generalized linear models with
conditional autoregressive priors.

. A study of this kind may be conducted using other
statistical software to validate or otherwise the
conclusions drawn in this paper.
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ABSTRACT: Acrylamide, an organic compound with the formula CH,=CHCONHo,, is a contaminant gener-
ated through high-temperature cooking processes as a result of Maillard reactions catalyzed by the presence of
reducing sugars and free amino acids in starchy food compounds. Acrylamide and its major metabolite, glyci-
damide, have been considered probable human carcinogens. In this study, we report on the acrylamide content
in roasted maize from some Kenyan markets. Raw maize was purchased from local markets and roasted under
laboratory conditions. They were crushed and extracted using water and hexane in a ratio of 2:1. The extract
was derivatized with potassium bromate and potassium bromide and further subjected to liquid-liquid extrac-
tion using ethyl acetate-hexane (4:1, v/v). The final bromoprop-2-enamide (BPA) analyte was analyzed using
gas chromatography—flame ionization detector. Acrylamide was not detected in any of the samples (at limit of
detection of 20 pg/kg), which was consistent with reports from other countries.

1 BACKGROUND when starchy foods with appreciable sugar content are
heated to elevated temperatures (Gokmen & Senyuva
1.1  Acrylamide 2007; Lund & Ray 2017; Mottram et al. 2002). The for-

mation of acrylamide has not been reported in boiled
foods or foods that were not heat treated (Ahn et al.
2002). It has become evident that the formation of
acrylamide cannot be stopped. However, there is a
concerted effort to minimize its presence in human
diets and this has called for accelerated research to
reduce its formation in foodstuffs (Alam et al. 2018;
Fuetal.2018; Lietal. 2012; Ouetal. 2010; Zeng et al.
2009).

From available reports, the main concern about the
possible health effects of acrylamide in food is its prob-
able carcinogenic and genotoxic (DNA-damaging)
effects, as evidenced by tumors in laboratory rats
(Maniére et al. 2005). Since it has been detected
in food, detailed research has been done to evaluate

Following the discovery of high concentrations of
acrylamides by the Swedish National Food Adminis-
tration (NFA) and researchers from Stockholm Univer-
sity in April 2002 in food rich in carbohydrates content,
it has become a subject of public interest. Acrylamide
was found to be carcinogenic in rodents and is classi-
fied as a probable human carcinogen (Swedish 2002;
Vinci et al. 2012). Food such as French fries, potato
crisps, and corn were reported to contain acrylamide
when cooked at elevated temperatures (Boroushaki
et al. 2010). However, there are no guidelines cur-
rently showing the permissible limits of acrylamide in
processed food (Hariri et al. 2015). Acrylamide is an
organic compound with a formula CH,=CHCONH,. It
is a contaminant formed through the Maillard reaction
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whether acrylamide actually causes cancer in humans,
but as yet there is sparse evidence that this is the
case. However, acrylamide has been categorized by the
International Agency for Research on Cancer (IARC)
as a probable human carcinogen (Belkova et al. 2018;
Gokmen & Palazoglu 2008). The biological effect and
risks associated with continued consumption of foods
with acrylamide have been assessed by many inter-
national bodies including the European Food Safety
Authority, the Food and Agriculture Organization of
the United Nations (FAO), and the World Health
Organization (WHO).

A Norwegian exposure assessment reported dietary
acrylamide exposure with the mean and median expo-
sure in adolescents and adults ranging between 0.3—0.5
ng/kg bodyweight per day. These estimates are in the
same range as the mean daily exposures estimated by
the European Food and Safety Authority (EFSA) for
adolescents (0.4-0.9 pg/kg) body weight and adults
(0.4-0.5 pg/kg body weight. Consumption patterns
and dietary intake vary among people of different cul-
tures and backgrounds (Normandin et al. 2013; Wyka
et al. 2015).

Some foods analyzed for acrylamide, including
infant powdered formula, coffee and chocolate pow-
ders, corn snacks, bakery products, and tuber-, meat-,
and vegetable-based foods, showed that the levels
of acrylamide present were variable among different
foods and within different brands of the same food,
as reported by European Union Authority (Authority
2012; Pacetti et al. 2015; Wilson et al. 2006). In a tox-
icological evaluation of acrylamide carried out by the
Joint FAO/WHO Expert Committee on Food Additives
(JECFA) in February 2005, it was noted that no data
or limited information from Latin America and Africa
were submitted. It was recommended that for useful
assessment and mitigation of effects of acrylamide to
reduce human exposure there was a need to have occur-
rence data on acrylamide in the foods consumed in
developing countries (Arisseto et al. 2007).

The mechanism of formation of acrylamide in
starchy foods is illustrated in Figure 1 (Krishnakumar
& Visvanathan 2014).

Over the last few years various studies have reported
the formation of acrylamide in foods to be assisted by
precursors such as reducing sugars: fructose and glu-
cose (Elmore et al. 2005; Mesias et al. 2018). Various
methods have been employed for analysis, includ-
ing high-performance liquid chromatography (HPLC-
DAD) coupled to ultraviolet—visible (UV) detection (at
195 nm) with the limit of detection (LOD) of 10 pg/L
in aqueous matrices (Ghiasvand & Hajipour 2016),
and gas chromatography—an electron capture tech-
nique on the basis of the bromination of the acrylamide
double bond has been developed (Zhang et al. 2006).

The aim of our study was to evaluate the levels
of precursors of acrylamide in roasted green maize
using gas chromatography-flame ionization detection
using a new modified method (Geng et al. 2011) and
monitoring precursors (glucose and fructose) using
polarimetry. The new method introduced refluxing in
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Figure 1. Proposed mechanism for the formation of acry-
lamide in heat-treated foods. Source: (Krishnakumar &
Visvanathan 2014).

place of ultrasonic shakers in the process of extrac-
tion. Therefore the simplicity of this method makes it
possible to investigate many samples in any laboratory
setup.

2 MATERIALS AND METHODS

2.1 Chemicals

Acrylamide (99%), potassium bromate (KBrO3), and
potassium bromide (KBr), were purchased from Sigma
Aldrich; n-hexane and ethyl acetate were redistilled
before use; all the other reagents used were of analyt-
ical grade.

2.2 Equipment/apparatus

Experiments were done with a Varian 3400 CX chro-
matograph equipped with a flame ionization detector
and a splitless injector. Separations were conducted on
a5, and 30 m x 0.25mi.d PTE capillary column.

2.3 Sampling procedures and roasting of maize

For the purpose of this study, 24 raw maize sam-
ples were sampled and bought from the local market
and transported to the laboratory where roasting was
immediately done while they were still fresh. Both raw
and roasted maize were crushed, homogenized, and
samples analyzed separately.

2.4  Preparation of roasted maize

The roasting of maize was done using a laboratory
procedure similar to the setups for roasting maize
found in homes and on the streets in towns and
cities, as illustrated in Figure 2. Raw maize samples
collected from the local market were subjected to
high-temperature roasting, and then cooled, stored in



polyethylene bags, and frozen in the refrigerator to
enable the preparation of analysis.

Figure 2. Roasting of maize.

2.5 Sample preparation

Maize samples were crushed using a pestle and mor-
tar to obtain a uniform mixture. The extraction of
the analyte followed a modified protocol developed
by Geng and others (Geng et al. 2011). A measured
5.0 g of homogenized maize sample was weighed and
placed in a 100 mL round bottom flask, extracted
using 70 mL of distilled water, and refluxed for 50
minutes at 80°C. The defatting process was accom-
plished using hexane to allow for fatty components
to remain in organic phase by adding redistilled hex-
ane (20 mL), shaking, and allowing the mixture to
settle. The fatty components remained in the organic
layer. Ten milliliters of the lower aqueous layer and 0.6
mL sulfuric acid (10 %v/v) were sequentially added
into brown glass tubes. The tubes were then placed
into refrigerating cabins for precooling (4°C, 15 min).
0.1 mL of 0.1 M of derivatization reactants, including
potassium bromate (KBrOs3) and 2.5 g of potassium
bromide (KBr) powder, were added to the precooled
solution. The tubes were briefly shaken with a vor-
tex mixer and the reaction mixture was allowed to
stand for 45 min at 4°C. The derivatization reaction
was finalized by adding 1 mL of 0.1 mol/L sodium
thiosulfate solution. The mixture was transferred to a
100 mL separatory funnel and extracted with 15 mL of
ethyl acetate-hexane (4:1, v/v). The organic phase was
filtered into a 100-mL round bottomed flask using a
filter paper size (whatman 70 mm Cat No 1004-070)
covered with 2 g of calcinated sodium sulfate. The sep-
arating funnel and the filter were rinsed twice with 5
mL aliquots of ethyl acetate-hexane (4:1,v/v). Pooled
fractions were evaporated to dryness on a rotary evap-
orator (40, 140 mbar).The residue was then dissolved
in 5 mL of hexane prior to analysis by GC-FID (Zhang
et al. 2006).

2.6 Determination of moisture content

The moisture content of the green raw maize and the
roasted maize was determined following the method
described in the Association of Official Analytical
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Chemists (AOAC) 922.6. Maize was crushed using a
pestle and mortar until it was a uniform mixture, from
which 5.0 g of the sample was heated at 105 +2°C
in an oven (DSO-500D) for 5 hrs. It was then cooled
in a desiccator and weighed. The process of heating
and cooling was repeated until a constant mass of the
dried maize sample was obtained. The determination
was run in duplicate.

2.7 Determination of glucose and fructose content

Raw green and roasted green maize samples were
crushed separately and homogenized. To this paste
in 100 mL round bottomed flask was added 10 mL
0.1% hydrochloric acid solution. The mixture was
thoroughly mixed on a mechanical shaker for 20 min-
utes and then refluxed for 2 hours. It was cooled,
filtered, and analyzed for glucose and fructose using a
polarimeter (ADP 600 Series).

2.8 Bromination of calibration standards

Acrylamide stock solution (1000 mg L~') was pre-
pared by dissolving 0.1000 g acrylamide solid in
acetonitrile in a 100 mL volumetric flask from which
working standards in the range of 5-200 nL of acry-
lamide were prepared and kept in brown glass vials,
followed by consecutive addition of distilled water
and 0.6 mL sulfuric acid, respectively. Bromination
of the standards was done in the same manner as
the sample bromination was done. The final solutions
were subjected to SPE cleanup procedures and kept in
vials under refrigeration at +4°C as preparations for
analysis by GC-FID were made.

2.9 Gas chromatograph conditions

Acrylamide standards were analyzed on a GC-FID
3400 CX Varian model, Supelcowax capillary 60 m
length, 0.25 rom i.d., 0.25 /m film thickness, col-
umn used. The injector temperature was maintained
at 260°C and the nitrogen carrier gas linear velocity
was maintained at 62 cm/sec at 100°C, the oven tem-
perature was held at 100°C for 0.5 min before it was
allowed to increase at a rate of 15°C/min to attain a
final temperature of 200°C.

3 RESULTS

In this study, foods were sampled in the Njoro area of
Kenya. From the results it was observed that the mois-
ture content of raw maize had a mean of 44% whereas
the moisture content of roasted maize had a mean of
35% moisture content, indicating a loss of water during
the roasting process at elevated temperatures.

Both the raw and roasted samples were extracted
with water then analyzed by a polarimeter and the spe-
cific angle of rotation was recorded. Acid hydrolysis



is done with (0.1 % HCI) and then the analyte was sub-
jected to polarimetry, and the specific angle of rotation
was also recorded.

3.1 Quantification of acrylamide

Working standard solutions for the standard curve as
well as the sample recovered in hexane were analyzed
using the GC-FID chromatographic system.

4 DISCUSSION

A study of the levels of precursors responsible for
the formation acrylamide (AA) in roasted maize at
high temperature is reported. Although the amounts
of acrylamide in the roasted maize samples were not
quantified, the glucose—fructose ratios explain suffi-
ciently the overall trend of acrylamide content in the
samples. It was observed that the moisture content
of raw maize was higher when compared to that of
roasted maize, indicating a loss of water when sam-
ples were roasted at elevated temperature. However,
the loss of moisture content after roasting was not sig-
nificantly high. This implies that the moisture content
in roasted maize is still high enough to suppress the
formation of acrylamide, which accounts for the low
limit of quantification (LOQ) factor observed in this
study. This finding is in agreement with observations
made by Elmore and Zhang that formation of acry-
lamide is related to moisture content and it only forms
when it falls below 5% for some foods (Elmore et
al. 2005; Zhang et al. 2009). The specific angle of
rotation recorded from water-based extracts obtained
when raw and roasted maize samples were extracted
with water proved to be levorotatory, as shown in
Figure 3.
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Figure 3. Angle of rotation of water-based extracts
obtained from raw maize samples.

The angle of rotation for sucrose in maize or any
other starchy food is expected to be dextrorotatory, but
observations indicating the angle of rotation to be lev-
orotatory in nature is due to the presence of a mixture
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of glucose and fructose in a sample. Indeed levoro-
tatory fructose has a greater molar rotation than the
dextrorotatory glucose (Panpae et al. 2008).

From our study, and as shown in Figure 4, it
is clear that the angles of rotation measured from
water-based extracts obtained from roasted maize sam-
ples were lower than those observed in raw maize
samples—an indication of decreased amounts of fruc-
tose in roasted maize, probably due to the Maillard
reaction.
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Figure 4. Angle of rotation of water-based extracts
obtained from roasted maize samples.

Acid hydrolysis of the sample extracts resulted in a
decrease in sucrose content due to its inversion to glu-
cose with subsequent formation of a glucose—fructose
mixture. It may be concluded that the more the glu-
cose is formed through inversion process, the more
dextrorotatory behavior the extract exhibits, as shown
in Figure 5.
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Figure 5.
extracts.

Angle of rotation of raw maize acid hydrolyzed

The angle of rotation of roasted maize is reduced
when maize is roasted suggesting the depletion of glu-
cose occurs when raw maize is roasted, as observed in
Figure 6.
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Figure 6. Angle of rotation of roasted maize acid
hydrolyzed.

The ratio of fructose to glucose in raw maize sam-
ples is higher when compared to that in the roasted
maize samples (Figure 7). There is a loss of the amount
of glucose/fructose when roasting is done, proba-
bly due to the formation of acrylamide; this loss is
related to the observed difference in angle of rota-
tion. Reducing sugars such as glucose and fructose are
the major contributors to acrylamides (Pedreschi et al.

2014).
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Figure 7. Glucose expressed percent weight in roasted

Bl B3 B5 B7
samples.

Glucose percent wt.

Sample

The decrease in fructose/glucose ratio in raw maize
compared to roasted maize could probably explain
their role in the formation of acrylamides. However,
in our study, acrylamide levels were below LOQ,
which is consistent with other studies involving maize-
based products. In a study involving quantification
of acrylamides in food products done in Brazil, it
was found that the concentration of acrylamide in
the samples ranged from <20 to 2528 mg kg~!, with
a considerable difference between individual food-
stuffs within the same class. However acrylamide in
maize-related products determined using LC-MS/MS
showed levels below LOQ (Arisseto et al. 2007). In
Colombia, bakery products made from corn flour and
investigated using chromatography with mass spec-
trometry (GC/MS) for acrylamides showed a lower
acrylamide content (< 75 wg kg~') in comparison
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with similar bakery products made of wheat flour
(Pacetti et al. 2015). It was also observed that the
acrylamide content of white corn flour (WCF) extru-
dates studied using liquid chromatography—tandem
mass spectrometry (LC-MS/MS) (Masatcioglu et al.
2014) was below the limit of detection (LOD) value
and this was attributed to the fact that the levels of
glucose/fructose present in the sample could not aid
its formation. However quantification of acrylamide
has been reported in deep-fried potatoes samples col-
lected and analyzed in Nairobi, Kenya (Ogolla et al.
2015). This is consistent with the reports published
by other authors (Boroushaki et al. 2010; Hariri et al.
2015). French fries and other potato-based products
usually contain a high level of acrylamide compared
to roasted maize which is below LOQ. This is due to
the fact that potatoes have a higher content of reducing
sugars and asparagine that aids the Maillard reaction
(Hariri et al. 2015).

5 CONCLUSIONS AND RECOMMENDATIONS

The main factors responsible for the formation of
acrylamide in cereal products and starchy foods are
reducing sugars (mainly glucose and fructose) and
free asparagines (amino acids), respectively. In this
current study glucose and fructose were monitored
by polarimetry, however, the amount of acrylamide
in raw and roasted maize sold in some Kenyan mar-
kets was low and could not be quantified. Different
maize varieties need to be studied, taking into account
seasonal and regional variability for high-temperature
processes such as roasting, frying, and baking. There
is therefore a need for further research on a wider
range of foodstuffs and a larger number of samples,
including other carbohydrate-rich foods, such as sweet
potatoes, cassava, banana products, and other home-
cooked foods. Sample preparation included water
extraction under reflux conditions prior to defatting
with n-hexane, derivatization with KBrO; and KBr,
and liquid-liquid with hexane and ethyl acetate (4:1);
further optimization of these processes should be per-
formed in order to satisfy the preparation of a large
number of samples and applied to different types of
starchy foods for the determination of acrylamide
content.

The relationship between the loss of content of
reducing sugars and asparagine and the role they play
in acrylamides formation in roasted maize should be
explored further. It has been found that the use of
inorganic fertilizers has an effect on acrylamide for-
mation. A case study showed that decreasing nitrogen
fertilization caused increases in the reducing sugar
concentration from 60% up to 100% in potato tubers
for all varieties reported. There was a high correlation
between the reducing sugar content and the generation
of acrylamide during frying. This resulted in a par-
allel increase in the acrylamide concentration of the
French fries (De Wilde et al. 2006; Stockmann et al.
2018).



It is expected that these results will contribute to
data accumulation for worldwide health risk assess-
ment and be helpful in establishing approaches to
lower acrylamide formation during cooking processes.
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ABSTRACT: Today’s competitive advantage of the ready-made garments (RMG) industry depends on the
ability to improve the efficiency and effectiveness of resource utilization through proper adoption of industrial
engineering techniques. RMG industries have historically adopted fewer technological and process advance-
ments. This is especially true for less developed regions like the East African Community (EAC), although
significant amounts of textile and apparel products are produced in these regions. In most RMG industries,
industrial engineering techniques have not been given enough attention, even though they need to compete
globally and survive in this extremely competitive and dynamic business environment. Presently, only very few
garment industries have comprehended the functions of the industrial engineering department. One of the base
reasons for this shortage is that the garment industries suffer much from substantial inadequacy of information
and literature on the practical application of industrial engineering techniques in garment manufacturing. In
this paper, the application of industrial engineering tools: ABC classification, process mapping, time study, and
brainstorming were demonstrated in a garment manufacturing factory. The empirical data obtained were utilized
to determine the Standard Minute Value (SMV) and prepare an operation bulletin for trousers. The results from
the present study are very useful to the garment industry for setting up a realistic production target and for

measuring the production capability of a trouser assembly line as well as improving its efficiency.

1 INTRODUCTION

The ready-made garment (RMG) industry is not only
one of the oldest, largest, labor-intensive, low-skilled,
low-value, and most global industries but also the
typical “beginner” industry for countries engaged
in export-orientated industrialization (Abtew et al.
2019; Hamja et al. 2019). In 2016, the East African
Community (EAC) pledged to phase out imports of
second-hand clothing within three years to promote
the development of the domestic garment sector (Cal-
abrese, Balchin, & Mendez-parra 2017; Wolff 2020).
But that can be hardly achieved without the proper
implementation of industrial engineering (IE) and
operation management (OM) functions in this sector.

The implementation of the IE and OM functions
in the RMG industry are very crucial for sustain-
ability in the business and need proper monitoring
of success (Islam, Islam, & Gupta 2017). The OM
aims at addressing problems related to low levels
of sales and low turnover, over-inventory, and high
manufacturing costs in textile-clothing companies in
order to improve productivity and competitiveness
(Maralcan & Ilhan 2017). It mainly strategizes at pro-
moting the supply chain integration, adequate demand
forecasting methods, lean manufacturing principles,
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implementation of information technologies, and pro-
duction planning techniques for the long, medium,
and short term (Cano & Zuluaga-mazo 2019). On
the other hand, IE focuses on reducing the produc-
tion time, which automatically reduces inventory cost
to a minimum (Jana & Tiwari 2018; Khatun 2013). In
RMG industry, the IE and OM functions are under [E
department (Jana & Tiwari 2018).

In previous studies, IE has been applied in RMG to
harness improvements in productivity (Khatun 2013)
and increases in the agility of garment manufacturing
(Khan, Islam, Elahi, Sharif, & Mollik 2019). Baset
and Rahman (2016) and Hossain, Khan, Islam, Fattah,
and Bipul (2018) applied IE techniques in the gar-
ments sector for reducing the cost of Standard Minute
Value (SMV) and lead time to improve productivity by
an implementation of proper line balancing. Howard,
Essuman, and Asare (2019) applied IE as the strate-
gies for determining the production cost and pricing
of garments. Khan (2013) used lean manufacturing
to achieve higher productivity in the apparel industry.
Lean manufacturing has been increasingly used in the
RMG industry to increase productivity for reducing
costs and lead time (Hamja et al. 2019; International
Labour Organization 2017; Khan 2016). Further-
more, Bashar and Hasin (2019) studied the impact of
Just-in-time (JIT) production on organizational perfor-
mance in the apparel industry.
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Tout ensemble, the key tasks of IE include product
analysis through determining the optimum method of
construction and establishing operation bulletin, pro-
duction planning for effective and balanced flow of
product, operator performance monitoring systems by
hourly production monitoring and skill matrix, justi-
fying all changes based on analysis of work content,
continuous improvement, taking cost-saving oppor-
tunities, monitoring operator performances and tak-
ing action to improve performances, and eliminating
causes of underperformance (Islam et al. 2017; Rah-
man & Amin 2016). In addition, the implementation
of 5S and six sigma are important tasks of [IE in RMG
(Khan 2016).

The concept and functions of IE are indeed quite
clear as they are the key to improve work nature
and methods in RMG industry (Chandurkar, Kakde,
& Bhadane 2015). Surprisingly, very few among the
RMG industry in EAC have comprehended the IE
functions and put in place the IE department. This is
quite daunting, yet they need productivity improve-
ment and sustainable competitiveness. But how can
this be possible without a proper IE department.

The present case was built upon the empirical
study conducted at Southern Range Nyanza Lim-
ited (NYTIL), Jinja, Uganda. NYTIL company is
a vertically integrated textile industry with apparel
manufacturing as the most critical department. The
garment production manager is faced with the prob-
lem of being unable to determine a realistic production
target, capacity setting, and workers’ incentives due to
the unavailability of SMV or standard allowed minute
(SAM) and operation bulletin for garment assembly
line. As the result, the garment department operates
with low efficiency and is unable to meet the daily
production target. SMV is the time required by an
average skilled operator, working at a normal pace,
to perform a specified task using a prescribed method
(Elnaggar 2019). SMV is an important parameter used
for garment assembly line balancing that is neces-
sary for efficiency and productivity improvements
(Gebrehiwet & Odhuno 2017; Yemane, Gebremicheal,
Meraha, & Hailemicheal 2020). SMV is not only used
in the apparel industry but also in the leather indus-
try for product assembly lines, such as for bags and
shoes (Moktadir 2017). Therefore, the present study
aimed at determining SMV for a complex garment
assembly line which was then used for developing
the operation bulletin. In essence, the study demon-
strated the important of IE and OM for determining
a realistic operation bulletin, which is emblematic for
productivity planning and improvement.

2 LITERATURE REVIEW

2.1 RMG manufacturing challenges and

opportunities

Garment manufacturing, also known as apparel man-
ufacturing, is labor intensive, which has led to the
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shifting of many apparel manufacturing facilities from
developed countries to developing countries because
of'the cheap labor force. Although there is cheap labor
in developing countries, garment industries are facing
the greatest challenges, such as short production life
cycles, high volatility, low predictability, high level
of impulse, and quick market response (Rajkishore
& Padhye 2015). In order to survive, the garment
industries in developing countries are betting big on
reducing the cost of production by sourcing cheaper
raw materials and minimizing delivery cost rather than
labor productivity because of the availability of cheap
labor.

Global and local competition is still a major chal-
lenge amongst apparel manufactures. Therefore, one
can only survive in the market if all unnecessary costs
are reduced, the range of production is expanded, and
consumers are considered individually. However, the
local apparel manufacturers are gradually reducing
the production and focusing on performing only the
entrepreneurial functions involved in apparel man-
ufacturing such as buying raw materials, designing
clothes and accessories, preparing samples, arranging
for the production, and distribution and marketing of
the finished products (Rajkishore & Padhye 2015).

Rapid technological changes and customer expec-
tations have also imposed a great challenge to apparel
manufacturers, especially in developing countries.
Therefore, there is high demand from the manufac-
turers to improve the quality of fashion products
constantly, and thus to survive in the market (Karthik,
Ganesan, & Gopalakrishnan 2017). In addition, the
manufacturers are required to adjust their production
system in order to meet market demand, so that they
have to set a flexible production model that is capable
of quick and easy adjustment to modern requirements
(Babu 2012).

Another technological challenge facing apparel
manufacturers in developing countries is the differ-
ences that exist in the process of making clothes of
different fashions, which in one way or the other
requires a different organization of technological pro-
cesses (Colovic 2012). Therefore, this calls for the
most economical ways of working and time required to
perform work operations, change management, capac-
ity, and planning. Further, it is necessary to implement
new solutions in manufacturing, information systems,
management techniques, and design (Colovic 2011).

The challenge facing the apparel industries in devel-
oping countries is the indispensability of the scientific
approach and engineering applications for apparel
manufacturing. This implies that the apparel manu-
facturers will find it very difficult to meet the cost of
production unless and until manufacturing is done with
a scientific approach, such as the implementation of a
simulation model for line balancing and assembly line
design, lean production, etc. (Babu 2012; Bongomin,
Mwasiagi, Nganyi, & Nibikora 2020a).

Generally, the apparel industries across the whole
world, especially in developing countries, will not
achieve any pleasing results for the management



unless they strive for necessary improvements that will
lead to productivity growth, more rational usage of all-
natural resources, and cost reduction. In most cases
these companies do not see the necessity for changes
in management, capacity, and planning, which are
negatively impacting many apparel industries today
(Karthik et al. 2017).

The disruption in textile and apparel industry trig-
gered by digital transformation or disruptive technolo-
gies of industry 4.0 is enormous (Bongomin, Gilibrays
Ocen, Oyondi Nganyi, Musinguzi, & Omara 2020). It
is very likely that the RMG industry will undergo pro-
found changes over the next few years. Smart Clothes,
i.e., clothing characterized not only by its traditional
protective and representational functions, but also by
technological and digital features, have evolved as
a promising opportunity for the RMG industry, and
are known as fashion 4.0 or apparel 4.0 (Behr 2018;
Bertola & Teunissen 2018).

2.2 Garment manufacturing systems

An apparel or garment production system is an inte-
gration of materials handling, production processes,
personnel, and equipment that direct workflow and
generate finished products (Babu 2012). There are
three types of apparel production system that are
widely adopted in garment industry: (1) group or mod-
ular production system (Sudarshan & Rao 2014); (2)
progressive bundle production system; and (3) unit
production system. In a modular production system,
operations are done in contained and manageable work
cells that include a number of specialized resources,
such as an empowered work team, equipment, and
work to be executed. This production system has
achieved the success of flexibility. However, very high
initial capital costs and investment in training are still
the major limitations to its adaptation to most apparel
industries.

The progressive bundle production system, nor-
mally referred to as the conventional production sys-
tem, is still the most commonly installed production
system to date in terms of garment production sys-
tems because of its cost effectiveness on high-tech
machines. The operation in this system involves mov-
ing bundles of cut pieces manually to feed the line.
Whereby, the operator inside the line drags the bun-
dles by him/herself from the table and transfers the
bundle to the next operator after completing his/her
task. The major problem with the progressive bun-
dle system is the tendency of accumulating a very
large inventory which imposes the extra cost of con-
trolling and handling inventory. In order to overcome
the limitation of material handling in the progres-
sive bundle system, a new system called the unit
production system was developed. In this system, an
overhead transporter is used to move the garment
from one workstation to another. This system basi-
cally improves material handling in the assembly line.
The success of the unit production system is that it
improves the production lead times, productivity, and
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space utilization. However, this production system is
extremely expensive. In general, the trade-off of these
production systems depends on the production vol-
ume, product categories, and the cost effectiveness of
high-tech machines (Karthik et al. 2017).

2.3 Industrial engineering tools

2.3.1 ABC classification

Traditionally, ABC analysis has been used to classify
various inventory items into three categories: A, B,
and C, based on the criterion of dollar volume. In
the current globalized hyper-responsive business envi-
ronment, a single criterion is no longer adequate to
guide the management of inventories, and therefore
multiple criteria have to be considered (Sibanda & Pre-
torius 2011). Other criteria that can be considered for
ABC analysis include lead time, item criticality, dura-
bility, scarcity, reparability, stockability, commonality,
substitutability, the number of suppliers, mode and
cost of transportation, the likelihood of obsolescence
or spoilage, and batch quantities imposed by suppli-
ers. Consequently, ABC analysis has been adopted
amongst researches to make decision on the selec-
tion of products, machines, production lines, etc. For
instance, Pinho and Leal (2007) used ABC analysis to
prioritize a production system for their study based on
productivity per day criterion. Therefore, in the cur-
rent situation, ABC analysis tool was also adopted to
prioritize the product model and assembly line to be
used in this study.

2.3.2  Process mapping

Process mapping is an exercise of identifying all the
steps and decisions in a process in a diagrammatic
form, with a view to continually improve that pro-
cess. In literature, two commonly used types of process
mapping are process flowchart (outline process map)
and deployment charts. The former is useful for captur-
ing the initial detail of the process. For instance, Kur-
sun and Kalaoglu (2009), Kitaw et al. (2010), Bahadir
(2011), and Yemane, Haque, and Haque (2017) used
a process flowchart as a conceptual model in their
simulation study with the aim of analyzing and under-
standing the current state of the studied system. The
latter not only provides a basic overview but also shows
who does what along with the interactions between
people and departments. This one has been used as
a stand-alone method amongst studies for process
improvement. Uddin (2015) improved the production
process using value stream mapping as a stand-alone
method. Since then, the present study adopted process
mapping as a tool for conceptual modeling; the process
flowchart method was best suited for this study.

2.3.3  Fishbone diagram

Cause-and-effect diagram (fishbone diagram) is
another method that has been widely used in studies
(Barton 2004). It is an analysis tool that provides a sys-
tematic way of looking at effects (performance mea-
sures) and the causes (factors or independent variables)



that create or contribute to those effects (Hekmatpanah
2011). One of the underlying benefits of this method
is that it has nearly unlimited application in research,
manufacturing, marketing, office operations, and so
forth. One of its strongest assets is the participation and
contribution of everyone involved in the brainstorming
process (Hekmatpanah 2011). The ability of a cause-
and-effect diagram to clearly identify and categorize
factors that affect the performance of the system is one
of the major reasons for its adoption in this study.

2.3.4 Time study

The definition of time study was first coined in the
early 20th century in industrial engineering, refer-
ring to a quantitative data collection method where
an external observer captured detailed data on the
duration and movements required to accomplish a
specific task, coupled with an analysis focused on
improving efficiency (Lopetegui et al. 2014). The
time study basically involves timing and observing the
motion of the work associated with building the prod-
uct. The collection processing times data are absolute
requirements for improving the assembly operations
in the facility (Ortiz 2006). The advantages of the
time study method over other work measurement tech-
niques include (Babu 2012) (1) it helps in developing a
rational plan; (2) it helps in improving productivity; (3)
it helps in balancing assembly lines; (4) it provides the
time data for process design; and (5) it helps in deter-
mining operator skill levels. Nevertheless, conducting
a time study is time-consuming and very tiresome,
especially when the system has many elements to be
measured.

However, time study has been the most commonly
used as it determines accurate time standards, and
it is economical for repetitive type work. A vast
amount of research has been done using the time
study method. For instance, Senthilraja, Aravindan,
and Sathesh (2018) applied the time study technique
for improving the operators’ productivity in the rub-
ber industry. While Khatun (2014) studied the effect
of the time and motion study on productivity in the
garment sector. The author postulated that the target
productivity can be achieved by time study. Time study
has fewer limitations than other work measurement
methods, including activity sampling, predetermined
time standards (PTS), and structured estimating (Babu
2012). The basic time study equipment consists of a
stop watch, study sheet, and time study board (Ortiz
2006). The steps for conducting a time study have been
reported in the literature (Babu 2012; Russell & Taylor
2011).

The number of timing cycles for specific activity
basically depends on the end use of the time study
data. For instance, if the time study data is to be used in
probability distribution analysis, then a greater number
of timing cycles or measurements give better results.
For each work element/task, the processing time can be
recorded 10 times (Kitaw, Matebu, & Tadesse 2010), or
15 times (Sudarshan & Rao 2014), 20 times (Kursun
& Kalaoglu 2009), or more; the higher the number
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of measurements, the better the results. There are two
common methods of measuring time with a stopwatch:
fly back and continuous method (Puvanasvaran et al.
2013; Starovoytova 2017).

2.3.5 Brainstorming

Brainstorming or brainwriting is one of the most
common techniques used to generate ideas from an
individual or group of people. In most cases, it has been
applied in both educational, industrial, commercial,
and political fields (Al-khatib 2012). In the previ-
ous studies, brainstorming has been combined with
a fishbone diagram (cause-and-effect analysis tool)
for analyzing the current state of production systems.
For instance, Barton (2004) used brainstorming and
fishbone diagram to analyze and identify factors that
affect the throughput of the production process. Many
studies have shown the applicability of brainstorming
as problem-solving techniques. Al-khatib (2012) con-
firmed the effectiveness of using brainstorming as a
problem-solving tool.

2.3.6  Observation

Observation has been used for analyzing the current
state of the system amongst studies. However, it has
been used alongside interviews to capture more data on
the current state of the system (Gebrehiwet & Odhuno
2017). Observation is a very important tool when con-
ducting process mapping and time study. For instance,
in garment assembly line, two major areas that were
observed on the sewing machines are machine work-
ing (positioning, sewing, and dispose) and machine
not working (waiting for repair, waiting for suppliers,
personal need for workers and idle) (Babu 2012). The
present study combined observation with process map-
ping for conceptual modeling of the garment assembly
line.

3 METHODOLOGY

3.1 Current state analysis

Southern Range Nyanza Limited (NYTIL) garment
manufacturing facility produces both knitwear and
woven-wear garment. However, other garment man-
ufacturing facilities in Uganda and Kenya produce
either knitwear or woven-wear garment. The present
study was focused on the woven-wear garment pro-
duction department because of its complexity. The
woven-wear garment manufacturing system consists
of nine production sections or stages as shown in Fig-
ure 1. The ABC classification method was employed
to prioritize the product style and the assembly line for
the study. In this case, a trouser assembly line was given
A- priority because of its complexity. Therefore, only
the trouser assembly line section for production of a
digital camouflage trouser model or style was selected
for this study. This was based on the fact that the trouser
assembly line entails a huge number of resources and
high uncertainty. Therefore, improving its efficiency
can lead to the overall improvement in productivity
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of the garment manufacturing facility. In addition, the
SMYV is applicable for a garment assembly line section
rather than other sections. In this study, brainstorm-
ing and fishbone diagram were used to analyze the
garment assembly line.

3.2 Time study

A continuous stopwatch time study method was used to
measure the operation time for each task involved in
the trouser assembly process (Kayar 2017; Puvanas-
varan, Mei, & Alagendran 2013). The observations
were made, and the timing and recording were done
at specific machines and helpers working points, as
shown in Table 1.

The observed time was measured in seconds and
then converted to standard time units (minutes). In the
statistical method, the actual number of time measure-
ments required for each task was determine by Eqn. 1
(Immawan & Kurniawan 2016). The actual number
of time measurements was calculated for each task
involved in the trouser sewing line.

=N (SP) - (S2)
N = ) (1)

where;

N, is actual number of time measurements that should
be taken.

N represents the number of preliminary time measure-
ments that have been completed.

X; is task time or observed time measured at the ith
observation.

z x=1.96 for x= 5% error.

a = level of accuracy at 95%.

3.3 Operation bulletin development

The operation bulletin was developed following the
steps outlined in Figure 2 (Babu 2012). The SMV
or SAM was determined after obtaining the observed
times (Bongomin et al. 2020b). The line target, tar-
get for an operation, and manpower requirement were
calculated using Eqn 2, Eqn 3, and Eqn 4, respectively.

_ WT x PE x PO

LT = 2
Total SMV @)
WT x PE x ON
0= 2L R X YN 3)
SMV
LT
ME = — 4)
TO

where WT is working time, PE is the performance
efficiency, PO is planned operators, ON is operator
number, LT is line target, and 70 is target for an
operator.

Study the style thorougly and prepare operation break up

!

Look at the possibilities of work simplication and usage
of any special machines

.

Work with the sample department and arrive at a feasible
operation bulletin for the style

l

Calculate the SAM/SMV

.

Calculate targets. specify the special machines and
attachments to be used, calculate manpower
requirement, and allocate the manpower as per the
practicle limits with the best allocation efficiency

v

Check the operation bulletin for any correction and get it
duly and then issue

Figure 2. Operation bulletin construction approach.

Table 1. Component task classification and when to record the time.
S/N  Job Component tasks and when to record the time
1. Sewing machine  Taking the work piece Sewing by machine Placing on holding table
work and placing under needle
When to record Start of needle ‘When needle stops When hand is taken from the workpiece
the time movement
2. Ironing Taking and placing Ironing/pressing Placing on holding table
the workpiece
When to record When iron is picked up When iron is returned ~ When hand is taken from the workpiece

the time to position




Table 2.

Operation bulletin for trouser.

OP Task description Resource OT (mins) SMV/SAM Target (pieces/day) MPC MPR
1 Buttonhole on flybox Buttonhole machine 0.309 0.315 1142 0.46 1
2 Front rise overlocks Overlock machine 0.243 0.283 1270 0.41 1
3 Knee patch attach Single needle lockstitch 0.885 0.929 388 1.35 2%
4 Side pocket flatlock Flatlock machine 0.255 0.352 1023 0.51 1
5 Side pocket overlock Overlock machine 0.154 0.198 1816 0.29 1
6 Right flybox overlock Overlock machine 0.259 0.334 1078 0.49 1
7 Side pocket attach Single needle lockstitch 0.550 0.577 624 0.84 1
8 Side pocket topstitches Single needle lockstitch 0.658 0.691 521 1.01 1
9 Right flybox attach Single needle lockstitch 0.668 0.701 513 1.02 1
10 Fly attach Single needle lockstitch 0.663 0.695 518 1.01 1
11 Front prep bundling Helper 0.448 0.373 965 0.54 1
12 Back marking Helper 0.227 0.214 1681 0.31 1
13 Back patch pressing Iron press 1.659 1.356 266 1.98 2
14 Back patch attach Single needle lockstitch 0.455 0.534 674 0.78 1
15 Hip pocket cutting Automatic wallet machine 0.170 0.247 1460 0.36 1
16 Hip pocket overlocks Overlock machine 0.800 0.927 388 1.35 2%
17 Hip flap folding Helper 0.229 0.216 1666 0.32 1
18 Buttonhole on hip flap Button hole machine 0.184 0.187 1923 0.27 1
19 Hip flap runstitch Single needle lockstitch 0.316 0.331 1087 0.48 1
20 Hip flap turning Turning machine 0.255 0.240 1499 0.35 1
21 Hip flap topstitches Single needle lockstitch 0.402 0.421 854 0.61 1
22 Hip pocket finish Single needle lockstitch 0.695 0.730 493 1.06 1
23 Hip flap attach Single needle lockstitch 0.554 0.582 619 0.85 1
24 Back prep bundling Helper 0.381 0.359 1001 0.52 1
25 F&B matching Helper 0.458 0.432 834 0.63 1
26 Side seam overlock Overlock machine 1.196 1.531 235 2.23 2
27 Side seam topstitches Feed of arm machine 0.771 1.091 330 1.59 2
28 Knee pocket marking Helper 0.384 0.362 995 0.53 1
29 Knee pocket folding Helper 0.249 0.235 1532 0.34 1
30 Knee pocket hemming 1 Single needle lockstitch 1.108 1.163 310 1.70 2
31 Knee pocket tacking Single needle lockstitch 0.532 0.558 645 0.81 1
32 Knee pocket overlock Overlock machine 0.204 0.238 1514 0.35 1
33 Knee pocket hemming 2 Single needle lockstitch 1.210 1.270 284 1.85 2
34 Knee pocket ironing Iron press 1.867 1.652 218 241 2
35 Knee pocket attach Single needle lockstitch 1.192 1.251 288 1.82 2
36 Knee flap folding Helper 0.427 0.403 894 0.59 1
37 Buttonhole on knee flap Button hole machine 0.198 0.202 1783 0.29 1
38 Knee flap runstitch Single needle lockstitch 0.211 0.221 1625 0.32 1
39 Knee flap turning Turning machine 0.370 0.349 1033 0.51 1
40 Knee flap topstitch Single needle lockstitch 0.373 0.392 919 0.57 1
41 Knee flap attach Single needle lockstitch 1.639 1.721 209 2.51 3%
42 Bar tacking Bartack machine 1.493 1.560 231 2.28 2
43 Back rise overlocks Overlock machine 0.514 0.658 547 0.96 1
44 Back rise topstitches Double needle lockstitch 0.408 0.576 625 0.84 1
45 Big loop part matching Helper 0.081 0.076 4711 0.11 1
46 Big loop runstitch Single needle lockstitch 0.248 0.260 1386 0.38 1
47 Big loop turning Turning machine 0.160 0.151 2385 0.22 1
48 Big loop topstitches Single needle lockstitch 0.222 0.233 1545 0.34 1
49 Big loop button hole Button hole machine 0.093 0.095 3795 0.14 1
50 small loop runstitch Loop stitch machine 0.141 0.149 2412 0.22 1
51 S&B loop, W.B attach Single needle lockstitch 1.964 1.819 198 2.65 3
52 Waist band topstitch Single needle lockstitch 1.076 1.129 319 1.65 2
53 Waist band closing Single needle lockstitch 1.405 1.474 244 2.15 2
54 Small loop tacking Single needle lockstitch 1.605 1.685 214 2.46 3%
55 Inseam overlock Overlock machine 0.473 0.548 657 0.80 1
56 Trouser turning Helper 0.376 0.355 1015 0.52 1
57 Inseam topstitch Feed of arm machine 0.483 0.671 536 0.98 1
58 Adjustable prep Helper 0.151 0.142 2535 0.21 1
59 1st adjustable attach Single needle lockstitch 1.193 1.252 287 1.83 2
60 Button hole on bottom Button hole machine 0.513 0.523 689 0.76 1
61 Adjustable hemming Single needle lockstitch 0.156 0.164 2198 0.24 1
62 2nd adjustable attach Single needle lockstitch 0.655 0.688 524 1.00 1
63 Bottom Rope attach Helper 0.937 0.884 407 1.29 2%
64 Bottom hemming Single needle lockstitch 0.870 0913 394 1.33 2%
65 Final bar tacking Bartack machine 0.856 0.895 402 1.31 2%

S-Small, B-Big, W.B-Waistband, OT-Observed time, WS-Workstation, OP-Operation, MPR-Manpower requirement, Mins-
Minutes, MPC-Manpower Calculated.
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4 RESULTS AND DISCUSSION

4.1 SMYV for trouser

The SMV for each task on trouser assembly was cal-
culated according to Bongomin, Mwasiagi, Nganyi,
and Nibikora (2020b). The SMV for the 65 tasks on
trouser assembly was determined by summation of
the individual SMV. The result obtained shows an
SMV of 41.763. The SMV achieved in this study is
high because of the bottleneck on the trouser assem-
bly line (Gebrehiwet & Odhuno 2017). However, the
SMV can be reduced by the addition of manpower
or resources (Mohibullah et al. 2019) for the opera-
tions such as knee patch attach, back patch pressing,
side pocket topstitches, right flybox attach, fly attach,
back patch attaches, hip pocket overlock, etc. These
are the tasks whose SMV are relatively higher than
the average SMV of 0.642 for the 65 tasks. In addi-
tion, SMV can be reduced by proper balancing of the
trouser assembly line. The operator performance rating
and machine allowances assignment have a significant
effect on the SMV determination. Therefore, proper
observation on operators’ performance is requisite for
achieving practically realistic SMV.

4.2 Operation bulletin

The operation bulletin was developed based on
the following line specifications: the total SMV
(41.763), planned efficiency (75%), total machine
SMYV (37.712), helper SMV (4.051), and minutes per
day (480). The trouser assembly line with 65 opera-
tions and 61 planned operators was considered. The
target and manpower calculations were done for each
operation and are presented in Table 2. From the calcu-
lated manpower, the required manpower numbers were
determined.

480 x 0.75 x 61

line t =
me targe 41.763

=525 pieces per day

480 x 0.75 x 1

0.312
1142 pieces per day

Target for operation 1

525

1142
0.46

Manpower requirement for operation 1

The manpower requirement with (*) for an opera-
tion means that the exact number can further be deter-
mined after observing the level of work in progress
(WIP) and idle time at the workstation. Most likely
they represent the bottleneck workstations. The bot-
tleneck workstations are the ones whose capacity is
less than the demand placed on it and less than the
capacities of all other resources. In order to determine
the correct manpower requirement, prior knowledge of
bottleneck workstations is of paramount importance.
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Therefore, this might result in an increase of man-
power in the case of high WIP and a reduction of the
manpower required in the case of high idle time in
the workstation. To this end, for the line to perform to
the expectations: two ironing operations require four
ironers, 51 machine operations need 63 operators, and
12 helper operations require 13 helpers.

5 CONCLUSION

The present paper has demonstrated the function of IE
for developing an operation bulletin that can be used
for production planning. The accuracy and precision
during the time study is very essential for obtaining
arealistic SMV that is practically feasible. Therefore,
digital technology for a time study method should be
explored. Further study can take into consideration the
non-value-added or non-productive operations such as
separation of bundles, cutting of threads, and transfer
of’bundles by operator to the next operator. In addition,
further study on line balancing is needed to reduce
the number of workstations or cycle time which will
improve the productivity and minimize the resource
cost.
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ABSTRACT: Existing studies indicate that access to electricity is associated with gainful economic benefits.
The main goal of the study was to examine the effect of electricity consumption on industrial output while
holding other factors constant using data sets from the Uganda Investment Authority, Uganda Bureau of Statistics,
Electricity Regulatory Authority, and World Bank enterprise report on workers’ education, labour employed, and
electricity consumed by the industries (agro based). Using the vector error correction model, results of the
study indicated that that education, electricity consumption, and labour have a long-term causality on industrial
output. Based on the research questions, the effect of electricity consumption on industrial output, the effect of
educated workers on industrial output, and the labour employed influence industrial output. Furthermore, we find
evidence that workers’ education and the labour employed differentials correspond directly with industrial output
differentials. Regulators must make efforts to increase an affordable and reliable supply of industrial electricity
as a facilitating condition through subsidised electricity tariffs. Moreover, results suggest that industrial-led
electricity consumption policies that can enhance industrial growth should be implemented. Likewise, the results
also suggest efforts to encourage agro-based industries to employ more well-educated workers to increase the

industrial output.
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1 INTRODUCTION

1.1  Background of the study

Industrial development has been an engine of any
economy that desires to move from a non-industrial
state to an industrial state (Daubaraité 2015; Li et al.
2016; Mountjoy 2017). To achieve this, certain factors
must be put in place to trigger and achieve this target
(Izadmehr 2018; Shepherd 2015). Among these factors
are availability and reliability of energy resources to
meet the demand of the industry, which must be effi-
ciently utilized by the industrial sector (Alley 2016;
Ugwoke et al. 2016). The study objective is to examine
the effect of electricity access on sustainable industrial
output. Uganda is regarded as an agriculture-based
economy and a food basket in the Eastern African
region, given its ability to produce a variety of foods
and in large quantities (Ssozi 2018). The agricul-
tural output comprises food and cash crops, livestock,
forestry, and fishing sub-sectors. In addition to being
a good source of national income, agro-processing
industries provide skilled and unskilled employment
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Electricity consumption, Industrial output, capital, education, and labour employed.

opportunities for many Ugandans to support their
livelihood.

According to an Electricity Regulatory Authority
tariff review report (2019), the Industrial Customer
category includes Medium, Large, and Extra-Large
Industrial Customers. Energy Sales to Industrial Cus-
tomers reduced by 7% in 2019 compared to 11% in
2018. The decreasing rate in the Energy Consumption
of Industrial Customers in 2019 was majorly attributed
to the low industrial growth. The average consump-
tion per Industrial Customer recorded a low growth
rate in average consumption in 2019 as compared to
2018 among Industrial Customers (ERA 2019). In
addition, according to Mawejje (2016), 80% of these
industries rely heavily on electricity for their opera-
tions. Agricultural energy demand can be divided into
direct and indirect energy needs. The direct energy
needs include the energy required for land prepara-
tion, cultivation, irrigation, harvesting, post-harvest
processing, food production, storage, and the trans-
port of agricultural inputs and outputs (Dogan 2016),
while indirect energy demand include the energy
embedded in farm buildings and processing factories,
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machinery, equipment, transport, food retailing, cook-
ing and waste disposal. Hence, sustainable energy
solutions for agriculture and food value chains are
a central structural element to any support strategy
for agro-based industries. The agro-processing indus-
try transforms products originating from agriculture
into both food and non-food commodities (Arranz-
Piera 2017; Rovas & Zabaniotou 2015; Toyin et al.
2017). Upstream industries are engaged in the initial
processing of products, with examples including rice
and flour milling, leather tanning, cotton ginning, oil
pressing, saw milling, and fish canning (Kumar et al.
2016). Furthermore, an energy input is required in food
processing, as well as in packaging, distribution, and
storage (Mawejje & Mawejje 2016).

Agriculture in Uganda, which is predominantly
rain-fed, is increasingly adversely affected by the cli-
mate change and variability manifested in erratic rain
patterns, prolonged dry spells, and floods. As a result,
farm-level productivity is far below the attainable
potential for most crops (Fermont & Benson 2011).
Despite efforts, available evidence indicates that the
industrial sector is experiencing slow growth and one
of the factors responsible for this to a considerable
extent is the poor industrial energy consumption. This
is supported by the fact that the industrial growth
especially for the Agricultural sector’s value addi-
tion stands at 1.4, Human Development Index 0.484,
small area equipped for irrigation (ha) 14,000 (2007-
2017) (Food and Agriculture Policy Decision Analysis
FAPDA 2017; Mawejje & Mawejje 2016). Access to
clean energy for productive use is crucial if Uganda is
to exploit its agricultural potential.

Besides, the majority of agro-processing indus-
tries indicated that electricity is still considered as
the biggest obstacle (World bank 2019). The survey
indicated that they continue to experience power out-
ages: the percentage of firms reporting electricity as
the most important obstacle for their day-to-day oper-
ations was 23%. This power interruption has made
firms continue to experience loss in output, low value
addition, high operating costs (total annual electricity
costs), as well as failure to access information, limited
access to production inputs (skilled labour, adequate
capital (equipment and machinery), effective energy
resources that are reliable and affordable (Izadmehr
et al. 2018), and all these continue to hamper their
industrial output (World Bank 2017). Nevertheless,
studies on industrial output effect of electricity access
are limited.

Nonetheless, Uganda has an installed capacity of
1252.3 MW, of which 1,246.5 MW supplies the main
grid and 5.9 MW is off the main grid (Electricity Reg-
ulatory Authority 2019). Access to electricity in 2019
at the national level in Uganda is very low at 26.7%
(Uganda Bureau of Statistics 2019). Uganda currently
has one of the lowest electricity demand peaks: 700
MW peak electricity demand against installed gener-
ation capacity of over 1252.3 MW, with the highest
average electricity end user tariffs being 669.5 sh/ K Wh
(consumer customers), 599.2 sh/KWh (medium indus-
trial consumers), 365.7 sh/KWh (large industries
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consumers), and 304.7 sh/kWh (extra-large consumer
industries) (Electricity Regulatory Authority 2019;
World Bank 2017).

Subsequently, the Government of Uganda has
focused on increasing access to energy in rural areas by
constructing various hydropower plants and extending
and improving transmission lines to improve agricul-
ture modernization. However, agricultural production
continues to be constrained by the lack of irrigation
systems (FAO 2017; Wanyama et al. 2017). To this
end, GoU allocated UGX 5 billion (US$ 1.92 million)
in 2013 to the Ministry of Water and Environment to
rehabilitate irrigation schemes and provide new irri-
gation and water harvesting technologies to increase
the water supply by 10.1 million cubic meters by 2017,
however all these continue to fail.

According to the World Bank enterprise survey
(2016), 90% of these firms give gifts to get electric-
ity connections. Similarly, the duration of a typical
outage stands at over 7 hours. Losses due to power
outages also stand at 6% of annual sales (World bank
enterprise survey 2013), and the percentage of firms
reporting electricity as the most important obstacle for
their day-to-day operations was 23% in 2012. Like-
wise, electricity is still the most commonly chosen
top obstacle in firms’ operations. The production of
goods and services requires energy as an input, which
is called a factor of production. Energy sources vary in
their effectiveness as a factor of production, depending
on their energy characteristics. In this study, electric-
ity is an augmenting input in the production of goods.
Although agro-based industries have tried to appre-
ciate the benefits of electrification, their performance
has remained low. However less empirical studies have
been carried out to this effect. Thus, this study’s aim
was to examine how electricity access can stimulate
industrial output.

1.2 Previous work

The demand for electricity by industry has been the
subject of empirical studies over many years (Lin
& Wang 2019). Previous studies on the causal link
between electricity consumption and industrial output
holding other factors constant have revealed differ-
ing views (Carlsson et al. 2020; Mawejje & Mawejje
2016). The results of the existing studies point toward
four main types of causal relationships (hypotheses),
which have been summarized by Mawejje and Mawe-
jie (2016) as follows. First is the growth hypothesis
where causality is one-way: from electricity consump-
tion to output growth (Bekun & Agboola 2019; Ozcan
& Ozturk 2019). Second is the conservation hypoth-
esis in which causality runs from output growth to
electricity consumption (Balcilar et al. 2019; Dey
2019; Odhiambo 2010). Third, the feedback hypoth-
esis proposes a two-way causality between electricity
consumption and output growth (Gorus & Aydin 2019;
Ndlovu & Inglesi-Lotz 2020; Rahman 2020). Fourth,
the neutrality hypothesis is related to no causality
between electricity consumption and output growth
(Aydin 2019; Dogan et al. 2016; Kahouli 2018).



1.3 Research questions

This study’s aim was to examine the extent to how elec-
tricity access influences industrial output in Uganda,
while addressing the following research questions:

1) What is the effect of electricity consumption on
industrial output?

2) Whatis the effect of education on industrial output?

3) How does labour employed influence industrial
output.

To answer the above research questions, the study
used a Cointegrated Vector Autoregression (CVAR) as
an estimation technique. Secondary data (time series
data) on the inputs (electricity consumption, labour,
education, and industrial output) were extracted from
the industries for a period of 10 years (2009-2019).
Additionally, we propose relevant policy recommen-
dations.

1.4  Theoretical framework

In analyses of the role played by electricity in pro-
duction process, growth models (exogenous growth
models such as the Solow’s growth model, the Ramsey-
Cass-Koopman’s model, the Diamond overlapping
generation model, as well as the endogenous growth
models) have been extended. Besides capital, labour,
and knowledge (technology), electricity has been
explicitly modelled as an argument for the economic
output (Alley et al. 2016; Akekere & Yousuo 2013;
Danish et al. 2015; Maxim 2014; Palit & Bandyopad-
hyay 2016; Yuan, Kang et al. 2008). This research has
implications for economic theory. The output elasticity
of electricity is nearly triple its share of inputs in pro-
duction. The marginal revenue product of electricity is
nearly triple the marginal revenue products of labour
and capital inputs at equilibrium. Electricity consump-
tion, akin to R&D, has a much larger role in industrial
output than postulated in production theory. Differ-
ences in the output elasticities between labour and
the labour employed functions raise additional debates
about the adequacy of the human capital theory in
explaining industrial output.

2 REVIEW OF LITERATURE

Most studies on the effects of electricity as a com-
ponent of energy on output and economic growth
frequently assume that energy enters the production
function independently or in a Hicks-neutral fash-
ion (see Akekere & Yousou 2013; Samuel & Lionel
2013; Stern 2004; Yuan et al. 2008). Limited atten-
tion has been paid to which energy may enter the
production functions. Given the fact that most indus-
trial machines depend on electricity to perform, the
capital-augmenting factor of energy performance in a
production model appears to offer a promising way of
appraising the role of electricity on industrial output.
Studies on industrial electricity access have attracted
a lot of information, however studies are limited with
deviating evidence, and there has not been a consensus
over the effects of electricity on industrial output.
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In Pakistan, Qazi et al. (2012) used the Johansen
cointegration approach based on VAR to conduct a
study on the relationship between disaggregate energy
consumption and industrial output. The study cov-
ered the period 1972-2010. There were three results
obtained from the analysis. The results showed a
positive long-term relationship between disaggregate
energy consumption and industrial output. On the
other hand, evidence of a unidirectional causality
was observed running from electricity consumption
to industrial output.

In another study, Husain and Lean (2015) used
a demand function to investigate the relationship
between electricity consumption, output, and price
in Malaysia using time series data for the period
1978-2011. In the long term, electricity consumption,
output, and price were found to be cointegrated. Evi-
dence of a positive relationship was found between
electricity consumption and manufactured output.

In the same vein, Alley (2016) investigated the
effect of electricity supply, industrialization, and eco-
nomic growth using evidence from Nigeria. The
results showed that electricity supply had a significant
positive effect on industrial output. This result con-
trasts with that of the OLS. Likewise, Olarinde and
Omojolaibi (2014) examined electricity consumption,
institutions, and economic growth in Nigeria for the
period 1980-2011 using causality using the Autore-
gressive Distributed Lag (ARDL) model and WALD
test approach, and found a positive direct relation-
ship between institutions, electricity consumption, and
economic growth.

In another study, Sun and Anwar (2015) in Singa-
pore used a trivariate vector autoregressive framework
and found a positive relationship between electricity
consumption and industrial production using monthly
data from 1983 to 2014. Mawejje and Mawejje (2016)
in Uganda found a long-term causality running from
electricity consumption to industry at the sectoral level
(macro level); a unidirectional short-term causality
running from the services sector to electricity con-
sumption; and neutrality in the agricultural sector
using a vector error correction techniques.

Ettah, (2017) also found that Nigeria’s national out-
put is significantly and consistently improved by an
available and sustained electricity supply, using the
vector error correction mechanism (VECM). Simi-
larly, Alby, Dethier, and Straub (2013) found that in
developing countries with a high frequency of power
outages, electricity-intensive sectors have a low pro-
portion of small firms since only large firms are able to
invest in generators to mitigate the effects of outages.

On the other hand, Akekere and Yousou (2013)
found that electricity supply negatively affects indus-
trial output in Nigeria. Nwajinka et al. (2013) also
found that that other things being equal electricity sup-
ply has no significant impact on industrial productivity
in Nigeria.

Whereas empirical findings on the nexus differ
across countries, the differences may be due to the
heterogeneity of infrastructural and other characteris-
tics between the countries. The literature documenting



the impact of electricity on economic growth from
single-country studies has shown divergent findings.
This study will focus on the effect of electricity access
on industrial output at a micro level (agro process-
ing industries), while holding other factors constant
by investigating the effect of electricity consump-
tion, capital, labour, education, and other firm-specific
characteristics like size, location, managerial experi-
ence, and government intervention.

2.1 The relevant policies for the problem in question

The Government of Uganda has over the past eight
years embarked on a Power sub-Sector Reform Pro-
gramme, which has resulted in the implementation
of significant structural changes within the sector
to promote industrial growth. The Uganda National
Development Plan (NDP 2010/11-15) highlights the
need to invest in priority areas, among them facilitat-
ing availability and access to critical production inputs
especially in agriculture and industry. The National
Agriculture Policy (NAP) approved in 2013 also is in
place to achieve food and nutrition security through
coordinated sustainable agricultural productivity and
value addition. The Energy Policy for Uganda (2002),
which exists to meet the energy needs and rural elec-
trification policy, was also formulated to increase
electricity access with a target to increase access to
electricity from 7% to 26%.

2.2 Theoretical model

The theory of production shows the relation between
input changes and output changes. It also shows the
maximum amount of output that can be obtained by
an industry from a fixed quantity of resources. The
production function is expressed as:

Industrial output Q =f(K, L, E) (1)

where Q is industrial output, K represents capital, L
represents labour, and E stands for electricity.

Under standard assumptions underlying an explic-
itly specified concave production function, inputs have
a positive but a decreasing impact on output. Thus,
electricity is expected to have independent positive
effects on output. Though the effects of individual
inputs on output may be examined, output is not (often)
produced by a single input; therefore, a combination
of inputs is necessary for optimal production (Romer
2012).

While microeconomic theories, such as human
capital and signalling (Mincer 1974; Weiss 1995),
suggests several avenues through which education
can affect productivity, little consensus exists among
economists on how education is related to productivity.
However, empirical research has been limited because
few data sets contain information on both workers’
output and their education.

This study thus estimates a capital-augmenting

with capital to reflect the role of electricity-operated
capital in the production process of agro-processing
industries. Uganda should thus increase electricity
supply to stimulate industrial output and enhance
economic growth.

The industrial output is produced by the output
growth and value added. That is:

Y =f(Y}, Y @

where, Y; =industrial output for each industry i; 7,
Y/ =total value added, n is the number of industries,
and t represents the period.

The industrial output is produced by capital and
labour. However, the capital equipment in the indus-
trial sector runs on electricity: this study then assumes
electricity enters the model in a capital-augmenting
factor.

Y =(KYEPL¢_, ) “mizi + ¢; 3)

where K = capital employed in the industrial sec-
tor, proxied by gross fixed capital and assets owned;
EP =electricity supply (consumption); L = labour
employed in the industrial sector, proxied by labour
force participation; e}’=12mizi = other specific fac-
tors (location, nature of establishment and government
intervention); and e; = error term.

The differential of the natural logarithm of Equation
(3) yields the elasticity Equation (4):

InY; = yInK; + BInE; + adnL; +_, Zmizi +e (4)

where y, B, are the coefficients; e;‘:IZmizi is a
set of other firm-specific characteristics (location,
rural/urban; government intervention; and managerial
experience, education). Differentiating Equation 3 to
get elasticity yields:

a¥; _
¥ =Y

dK; +B
K;

dE;  dL;
dY;

— 5
7 +a I, )

Implying that y =1% change in K leads to y %
increaseinY, f = 1% change in E leads to 8 % increase
inY, and « = 1% change in L leads to « % increase in
Y:

InY; = yInK; + BInE; + anL; + B (©6)

Equation (6) contains endogenous explanatory vari-
ables, which are electricity consumption, capital,
labour, and education, with y, 8, anda as the coeffi-
cients.

3 METHODS

3.1 Methodology and the data

The study used time series data from the World
Bank enterprise surveys (2016) and Uganda Bureau

model where electricity enters the model multiplicatively of statistics (2018). The study used a population of



645 agro-processing industries; the sample for agro-
processing industries was selected using stratified
random sampling, which is the preferred sampling
when the whole population is considered (as in this the
study). Three levels of stratification were used in this
survey: type of agriculture production, establishment
size, and region (rural/urban). For the Uganda’s Enter-
prise Survey, size stratification was defined using
number employees into small enterprise (5 to 19),
medium enterprise (20 to 99), and large enterprise
(>99). In Uganda, many agro-based industries are
recognized and grouped under different classifica-
tions such as livestock, horticulture, cereals, grains,
vegetables, and cash crops agro-industries.

3.2 Statistical analysis

The study examined how electricity access influences
industrial output in Uganda; electricity access, labour,
and capital were the independent variables, and indus-
trial output was the outcome variable. The data on
the study variables were extracted and managed in
excel; they were later exported to Eviews 7.0 and
Stata 15.0 (StataCorp, College Station, TX, USA)
for analysis. In order to avoid spurious results, the
study variables were tested for normality using the
Jarque-Bera statistic. The descriptive statistics were
summarized by mean, standard deviations (SD), and

Table 1. Descriptive statistics and testing for normality.

Jarque- P-

VARIABLES N Mean Max  Min SD  Kurt Bera  value

LN 44 8.1 8576 7435 0367 2.039 3.975 0.137
(INDOUT)

LN 44 19.6 19.996 19.258 0.202 2.062 1.841 0.398
(ELECCSP)

LN 44 141 14263 13.825 0.118 2.174 1.965 0.374
(EDUC)

LN 44 72 7316 7018 0.092 1.667 4276 0.118
(LBR)

minimum and maximum values. Due to the time series
nature of our data, we tested for stationarity using the
Augmented Dickey Fuller (ADF) test for unit root.
This study tested for cointegration to find out whether
the study variables have a long-term relationship. The
null hypothesis was there is no cointegration among
the variables, while the alternative hypothesis is that
the variables are cointegrated. We used a cointegrated
vector autoregression (CVAR) as an estimation tech-
nique. According to Gujarati and Porter (2009), the
term autoregressive is due to the appearance of the
lagged value of the dependent variable on the right-
hand side, and the term vector is since one is dealing
with a vector of two or more variables. The VAR model
is one of the most successful and easy to use for the
analysis of multivariate time series. Johansen’s (1995)
cointegration technique based on VAR is employed to
determine the long-term relationship between indus-
trial output and its explanatory variables using the
3SLS regression technique.

4 RESULTS AND FINDINGS

This study examined the indirect role of electricity
consumption, labour, and capital on industrial output
in Uganda. The model assumed that the productiv-
ity of capital, labour, and education is augmented by
electricity consumption, which provides the energy
for the modern production technology. The direction
of causality in the nexus was traced along the type
of electricity used, and the effect of labour, educa-
tion, and capital were estimated using Stata version
15 and E-views. The results in Table 1 show that vari-
ables are normally distributed given that the P-value
is greater than 0.05 (Benjamin et al. 2018; loannidis
2018; Kennedy-Shaffer 2019). The results show that
electricity consumption and education were station-
ary at the first level, while industrial output and labour
were stationary at the first difference. Detailed analysis
is presented in Table 2.

Table 2. Testing for stationarity of the variables (DFGLS unit root test).

DFGLS Test at level
Trend and intercept

DFGLS test at
first difference
Trend and intercept

ADF p- ADF p-
Variables Stat. value Decision Status Stat. value Decision Status
LN —1.79 0.081 Accept Not —6.62 <0.001 Reject Stationary
(INDOUT) stationary
LN —3.54 0.001 Reject Stationary
(ELECCSP)
LN —3.04 0.004 Reject Stationary
(EDUC)
Ln —1.53 0.134 Accept Not —5.18 <0.001 Reject Stationary
(LBR) stationary

Ho: The null hypothesis is that the series have a unit root (Not stationary)
Ha: The alternative hypothesis is that the series have no unit root (Stationary)

Reject the null if P-value is less than 0.05



Table 3. Lag length selection criteria.

Lag LogL LR FPE AIC SC HQ

0 251.4832 NA 1.82e-11 —13.37747 —13.2033 —13.31607
1 384.3432 229.8119 3.31le-14 —19.69423 —18.8235 —19.38724
2 423.3976 59.10935* 9.84e-15 —20.94041 —19.37303* —20.38784*
3 438.0904 19.06093 1.15e-14 —20.86975 —18.6058 —20.07159
4 461.8432 25.67875 8.99e-15* —21.28882 —18.3282 —20.24507
5 482.5036 17.86842 9.56e-15 —21.54074 —17.8835 —20.25139
6 503.3171 13.50064 1.28e-14 —21.80092* —17.4471 —20.26599

*indicates lag order selected by the criterion
LR: sequential modified LR test statistic
(each test at 5% level)

FPE: Final prediction error

AIC: Akaike information criterion

SC: Schwarz information criterion

HQ: Hannan-Quinn information criterion

4.1 Lag length selection

The validity of the empirical results depends on the
careful specification and the appropriateness of the
choice of the cointegrating rank specifications of the
underlying vector autogressive (VAR) model.

The testing of the lag structure was based on the
maximum likelihood function and is supported for
our data by the Akaike Information Criteria (AIC),
Schwartz Information Criteria (SIC), Hannan—Quinn
Information Criteria (HQIC), and Final Prediction
Error (FPE) lag reduction tests. SC and HQ indicated
an optical lag structure of 2 as per Table 3.

4.2 Testing for cointegration

After determining the lag structures of the data gen-
erating structures, we tested for cointegration to find
out whether the study variables were cointegrated or
whether the study variables have a long-term relation-
ship. The null hypothesis was there is no cointegration
among the variables, while the alternative hypothesis
was that the variables are cointegrated. To test for this,
we adopted a lag length of 2 and then used the Johansen
(1988) procedure to test the existence of long-term
equilibrium relations using the trace statistic test for
cointegration.

The results in Table 4 show that the trace statistic
is greater than the critical value (86.78 > 63.88); this
means that the researcher rejected the null hypothe-
sis that there is no cointegration among variables at
1% level of significance. The result further shows
that there is one cointegrating equation. Therefore,
there is one error term and the variables have a long-
term relationship. Since the variables are cointegrated,
the researcher ran a Vector Error Correction model
(VECM). Table 4 shows the results of the analysis.

4.3 Testing for Granger causality between the
variables

When variables are cointegrated, at least one or all
the error correction terms should be negative and
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Table 4. Results of unrestricted cointegration rank test
(trace).

Hypothesized Trace Critical

No. of CEs statistic value P-value
None™ 86.78 63.88 <0.001
At most 1 38.13 42.92 0.139
At most 2 15.36 25.87 0.545

CEs: Cointegrating equations
**Denotes rejection of the hypothesis at the 0.01 level

statistically significant in the short-run model show-
ing convergence of the variables in the long term.
In line with most of the literature in econometrics,
one variable is said to Granger cause the other if it
helps to make a more accurate prediction of the other
variable than had we only used the past of the latter
as predictor. Granger causality between two variables
cannot be interpreted as a real causal relationship
but merely shows that one variable can help to pre-
dict the other one better. An important point to note
here is that even though the error correction term in
the industrial output model is significant, it does not
signify long-term convergence. Therefore, we cannot
conclude that electricity consumption Granger causes
industrial output. In addition, the F statistics for the
joint significance of independent variables do not pro-
vide sufficient evidence to support the existence of
short-term Granger causality running in either direc-
tion. We ran the Granger causality tests between the
variables. Table 5 shows the results of the Granger
causality test. The variables that were used are:

— A. Industrial output

— B. Electricity consumption
— C. Labour

— D. Education

4.4  Vector Error Correction model (VEC)

To test whether there is a long-term or short-
term relationship between industrial output and



Table 5. Granger causality test of the study variables.

Table 6. Vector error correction model.

Null F- Type of Independent t- Standard
Hypothesis: Obs Statistic Prob. Decision  Causality variables Coefficient Statistic error
Bdoesnot 41  1.56 0.22  Not Reject No causality Electricity 0.582 2.38 0.245
Granger consumption

Cause A Education —0.205 —0.6 0.341
Adoesnot 41  1.61 0.21  Not Reject No causality Labour 2.301 5.11 0.45
Granger Constant —0.018 —1.055 0.017
Cause B ECT_1 —0.626** —3.247 0.193
Ddoesnot 41  1.31 0.28  Not Reject No causality R-squared 0.489

Granger Adj. R-squared 0.415

Cause A Akaike AIC —2.746

Adoesnot 41  0.96 0.39  Not Reject No causality Schwarz SC —2.495

Granger F-statistic 6.686™*

Cause D Log likelihood

Cdoesnot 41  0.66 0.52  Not Reject No causality Durbin-Watson 62.85

Granger statistic 1.98

Cause A

Adoesnot 41  9.77 0.00  Reject Uni-directional ~ **Significance at 0.01

Granger causality

Cause C

Didoesnot 42 3.57 004 Reject Bi-directional deviation from the long-term growth rate in industrial
Granger causality . .

Cause B output is corrected by 62.6% by the following year.
Bdoesnot 42  6.32 0.00 Reject Bi-directional

Granger causality

Cause D

Cdoes not 41 1.03 0.37 Not Reject No causality 5 DISCUSSION OF THE RESULTS

Granger

Cause B The results of the study indicated that that education,
Bdoesnot 41  0.05 0.95 NotReject No causality electricity consumption, and labour have a long-term
Granger causality on industrial output. Based on the research
Cause C questions, the effect of electricity consumption on
Cdoesnot 41 2.83 0.07  NotReject  No causality industrial output, the effect of educated workers on
Granger industrial output, and how the labour is employed
Cause D . . . Y e 1
Ddossmot 41 0.70 050 NotReject No causality 1nﬂuenc§: 1ndustr}a1 output. The study’s fmdmgs sup-
Granger port earlier theories and studies that have consistently
Cause C shown that education, electricity consumption, and

Reject the null hypothesis if the P-values is less than 0.05
level.

electricity consumption, education, and labour we ran
a VEC model. The Johansen and max trace statistics
have shown the existence of at least one cointegrat-
ing relationship between the study variables and thus
we proceeded to estimate this using the vector error
correction framework.

Table 6 shows the results from the vector correc-
tion model; the results of the Durbin Watson test
for the null hypothesis show that there is no serial
correlation of the residuals, since the values of the
DWe-statistics are close to 2 in both models, thus we
fail to reject the null hypothesis and conclude that the
residuals are not serially correlated. The coefficient of
the ECT_1 in model one was negative and significant
at 5% level of significance. This means that there is a
one period lags residual of the cointegrating equation.
This implies that education, electricity consumption
and labour have a long-term causality on industrial
output. The coefficient of ECT_1 of —0.626 implies a
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labour have a long-term causality on industrial output
(Antonioli et al. 2011; Asumadu-Sarkodie & Owusu
2017; Klein, Spady & Weiss 1991; Vandenberghe
2018).

5.1 Does electricity consumption matter?

The results indicated a positive and significant rela-
tionship electricity consumption and industrial output.
Energy is a necessary condition for industrial and eco-
nomic survival. Presently, energy still holds a decisive
significance for economic activity because economic
growth is determined by the energy resource of the
country (Velasquez & Pichler 2010).

The findings of this study corroborate well with
those of Sanchis (2007), who stated that electricity
as an industry is responsible for a great deal of out-
put using vector error correction model (VECM) and
VAR analysis. Ciarreta et al. (2010) used panel data
from 1970 to 2007 to analyse the causality relation-
ship between electricity consumption, real GDP, and
energy price. They revealed the long-term equilibrium
relationship between variables. The causal relation-
ship running from electricity consumption to GDP



was revealed. Also, they found a bidirectional rela-
tionship between electricity consumption and growth
in the short-term and long-term.

Similarly, this study collaborates well with findings
by Abosedra et al. (2009) using a direction of causality
between electricity consumption and industrial growth
for Lebanon, using monthly data covering the period
1995 to 2005. The outcome of the study substantiates
the absence of a long-term equilibrium relationship
between electricity consumption and industrial growth
and the existence of a unidirectional causality with-
out feedback running from electricity consumption to
industrial growth.

Velasquez and Pichler (2010) also agree that a suf-
ficient and an affordable supply of electricity has a
decisive significance for industrial productivity and
economic growth. Since a country’s economic growth
is a composite of economic activities of enterprises,
the less cost they must tolerate, the better a country’s
chance at harnessing their input towards greater levels
of gross domestic product and growth. Okpara (2011)
also supports this argument that industrial productivity
can contribute immensely towards economic growth
and poverty reduction. Rud (2012a, 2012b) investi-
gate the effects of electricity provision on firms in
India. This finding is also supported by Rud (2012a)
where an increase in rural electrification in Indian
States starting in the mid-1960s led to an increase
in aggregate manufacturing output in the affected
states.

According to Fisher-Vanden, Mansur, and Wang
(2014), resource availability and input factor relia-
bility are important for firm productivity and are
especially problematic in developing countries like
Nigeria. Olarinde and Omojolaibi (2014) examined
electricity consumption, institutions, and economic
growth in Nigeria for the period 1980-2011. They
tested for causality using the ARDL and WALD
test approach, and found a positive direct relation-
ship between institutions, electricity consumption, and
economic growth.

Furthermore, the study results also correspond well
with Mawejje and Mawejje (2016), who confirmed a
long-run unidirectional causality running from elec-
tricity consumption to GDP At the macro-level as
well as a long-run causality running from electricity
consumption to industry; a unidirectional short-run
causality running from services sector to electricity
consumption; and neutrality in the agricultural sector
at a sectoral level.

These results suggest that current efforts to improve
the supply and affordability of the electricity are a
facilitating condition for industrial output. Moreover,
results suggest industrial-led electricity consumption
policies that can enhance industrial growth.

5.2 Does workers’ education and labour employed
matter?

Specifically, we find evidence that workers who
are graduates are more productive than those with
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secondary school education; workers with secondary
school education are more productive than those with
primary school education; and workers with primary
school education are more productive than those with
no formal education. Furthermore, we find evidence
that workers’ education and the labour employed dif-
ferentials correspond directly with industrial output
differentials. Several studies provide empirical evi-
dence in support of this viewpoint. Syverson (2011)
find a positive relationship between the amount of edu-
cation completed and labour employed. Earlier studies
(see Solow 1956) argued that changes in national
income are determined by changes in a country’s stock
of physical and human capital. More recently, the new
growth theories, such as those formulated by Romer
(1993) and Lucas (1988), also agree with this finding
by focusing on the importance of idea gaps and learn-
ing externalities in explaining why some countries are
richer than others. In another study, Vandenberghe
(2018) also agrees that educated workers relate to
increased industrial efficiency gains.

Cahuc and Zylberberg (2014) also argue that low-
educated workers are too costly relative to their added
value. As a result, firms are willing to substitute low-
educated workers by capital, to outsource part of their
activities to cheap-labour countries and (especially
in the case of excess labour supply) to hire more
educated workers as their productivity to wage cost
ratio is more favourable. Okumu and Buyinza (2018)
also confirmed that education has a positive and sig-
nificant effect on output among firms in Uganda.
Mitana, Muwagga, Giacomazzi, Saint Kizito & Ari-
apa, (2019) also found that industries that employ
well-educated workers have increased productivity.
Bartelsman, Dobbelaere & Peters, (2015) also con-
firmed that the quantile return to educated labour
corresponds to the marginal change in productivity due
to a marginal change in the share of that type of work-
ers being conditional on being in a firm belonging to
the quantile of the overall outcome distribution (i.e.,
the outcome being labour productivity in their case).

Levinsohn and Petrin (2003) showed a robust
upward-sloping profile between education and pro-
ductivity; they also systematically highlighted that
educational credentials have a stronger impact on
productivity than on wage costs. Firms’ profitabil-
ity (i.e., productivity—wage gap) is indeed found to
rise when lower educated workers are substituted by
higher educated ones (and vice versa). Estimates thus
support the existence of a ‘wage-compression effect’,
i.e., a situation in which the distribution of wage
costs is more compressed than workers’ education—
productivity profile (Vandenberghe & Lebedinski
2014). On the other hand, earnings differentials
between workers with different levels of education
do not reflect genuine industrial productivity differ-
entials. This would explain why workers earn such
large returns from investing in education, yet, at the
same time, positive changes in a nation’s stock of
human capital have only a small impact on aggregate
productivity.



6 CONCLUSION AND FURTHER RESEARCH

This paper examined the effect of electricity consump-
tion, capital, labour, and education on industrial output
in Uganda. The study results found strong evidence
that electricity consumption, labour employed, and
industrial output are positively correlated. To examine
the study objectives, we incorporate several input vari-
ables into an augmented Cobb—Douglas production
function. The results indicate that education, electric-
ity consumption, and labour have a long-term causality
on industrial output using the vector error correction
model (VECM). Specifically, we find evidence that
electricity is a necessary condition for an industrial
and economic survival. When we estimate the aug-
mented Cobb—Douglas production function with all
variables (electricity consumption, educational, and
labour employed), there is evidence that well educated
workers are more productive. To investigate whether
labour employed differentials reflect increased output
differentials, we present a model which simultaneously
estimates the labour productivity function and produc-
tion function for workers and the firms where they are
employed.

These results suggest that industries that consume
electricity have higher output than their counterparts,
likewise those that have well-educated workers with
productive labour employed produce more because
they contribute more to the firm’s output. The key pos-
itive results that emerged from the findings are the
important roles of electricity consumption, education,
and the nature of the labour employed in agro-based
industries. On average, the relative factor differentials,
i.e., electricity consumed, education, labour employed,
and industrial output differentials, between different
industries are equivalent.

These results suggest that current efforts to improve
the supply and affordability of the electricity are a
facilitating condition for industrial output. Moreover,
results suggest industrial-led electricity consumption
policies can enhance industrial growth. Likewise, the
results also suggest efforts to encourage agro-based
industries to employ more well-educated workers to
increase the industrial output. The need to under-
stand how industrial electricity consumption can be
improved calls for further studies that can employ qual-
itative approaches to examine the cost of power and the
causes of power fluctuations in Uganda.
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ABSTRACT: Traditionally, Datura stramonium, Racinus communis, and Galinsoga perviflora plant leaves are
well-known for their healing powers against various human diseases and infections when applied orally and
externally. They possess several phytochemicals which are key for their antibacterial and antifungal attributes.
In this study, aqueous and ethanolic extraction methods were used to extract the dyes, which were investigated
for their antibacterial activity using the disc diffusion method and minimum inhibition concentrations (MIC) by
serial dilutions of the original plant dye extracts. Results showed a bigger zone of inhibition (8—18 mm) against
both Staphylococcus aureus (ATCC 25923) and Pseudomonas Aeruginosa (ATCC 27853) bacterial strains with
the aqueous method as compared to the ethanolic method (6—13 mm). The MIC was at 3 and 30 mg/mL for
aqueous and ethanolic extracted dyes, respectively, whereas the controls (water and ethanol) were found to not
influence the inhibition outcome, thus confirming the presence of antibacterial properties in all selected plants

with aqueous being the best extraction method.

Keywords:
extraction, medicinal plants

1 INTRODUCTION

In the last decade, the transmission of healthcare-
associated infections and infectious diseases within the
healthcare surroundings became the second leading
cause of death worldwide (Hasara et al. 2019). Annu-
ally, it is estimated that 4 million people get infected
in Europe and 7 million people in the USA (Adlhart
et al. 2018). In most developing countries, surgi-
cal site-related infections include Gram-positive cocci
like Staphylococcus aureus, Staphylococcus epider-
midis among others, and Gram-negative bacilli such as
Escherichia coli and Pseudomonas aeruginosa, which
are all well-known for burns and wound infections,
are on the rise (Pallavali et al. 2017). Recently, it
has been proved that human pathogenic microorgan-
isms have a tendency to develop resistance to various
antibiotics, thus posing a therapeutic threat (Yavuz
et al. 2017). In a bid to overcome such hindrances,
antibiotic resistance inhibitors, mostly from the plant
kingdom, have been used since they are well-known
to contain a variety of phytochemicals and other com-
pounds that are used to protect them from pathogens
(Sen et al. 2012; (Thakare et al. 2016). They also
have pharmacological properties and are economically
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viable compared to synthetic drugs (Atef, Shanab,
Negm, & Abbas 2019). For a long time, various medic-
inal plants have been used as traditional treatments for
different human diseases and infections (Marwat et
al. 2017; Sayyed & Shah 2014; (Zameer & Yaqoob
2017). Therefore, to confirm this ethnotherapeutic
claim, dyes extracted from Datura stramonium, Raci-
nus communis, and Galinsoga parviflora plant leaves
by aqueous and ethanolic methods were evaluated for
antibacterial efficacy.

2 LITERATURE REVIEW

On Earth, the plant kingdom is estimated to contain
around 250,000-500,000 different species of which a
small portion of around 10% can be of use in the food
sector (Shuaib et al. 2013). There are higher possibili-
ties that a bigger portion of more than 10% could exist
of plant species with medicinal properties (Malpani
2013). The ethnobotanical survey done by Nambejja,
Tugume, Nyakoojo & Kamatenesi-mugisha, (2019)
and Kamatenesi-Mugisha and Oryem-origa (2007)
clearly shows that there are many different medicinal
plant species specifically in Uganda which are used
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by people to treat several diseases and infections and
others are used to induce child birth.

2.1 Datura stramonium plant species

Thorn apple or Jimsonweed are other names of Datura
stramonium plant, which is mostly grown in temper-
ate and subtropical regions. It belongs to the family
Solanaceae and its leaves are irregularly undulate, soft,
and toothed. The flowers are trumpet-shaped and white
to creamy in colour (Ahad et al. 2012). The plant
takes a year to grow from 0.3 to 1.5 m tall and is
proved to have medicinal compounds such as tropane
alkaloids which also find applications in defence
industries (Iranbakhsh, Ebadi, & Bayat 2010). The
plant has many other biologically active compounds
such as atropine, scopolamine, tannin, saponin, gly-
cosides, phenol, sterols, lignins, fats, carbohydrates,
and proteins. All these listed phytochemicals are nor-
mally found in different parts of the plant (leaves,
flowers, seeds, and roots) in varying quantities and
concentrations although studies have shown that leaves
have the highest concentration of these active princi-
ples (Gutarowska, Machnowski, & Kowzowicz 2013).
Based on the extraction method used to obtain plant
dye extracts, their bioactive ingredients may vary thus
leading to variations in the antibacterial properties of
the extract. A review on the pharmacological and toxi-
cological aspects of Datura stramonium done by Gaire
and Subedi (2013) clearly shows that ethanolic extracts
demonstrated the highest inhibitory activity compared
to aqueous and methanolic methods. Also, phytochem-
icals like saponins, steroids, alkaloids, and flavonoids
among others are normally common in ethanolic
and crude aqueous plant extracts which are respon-
sible for the antibacterial activity (Sayyed & Shah
2014).

2.2 Ricinus communis plant species

Ricinus communis, the castor oil plant, is a species of
flowering plant in the Euphorbiaceae family. It is a soft
wooden small tree, widely spread all through the trop-
ics and temperate regions of the world. Its leaves have
long petiole and palm-like lobed blades, the flowers
are categorised as male or female depending on their
arrangement at the top of the axis in panicles form.
The fruits of the plant are in three-chambered format,
there is a globose capsule with soft spines such that
after the capsules mature, they split open into three
cavities, thus expelling the seeds (Marwat et al. 2017).
The phytochemistry of the plant shows the presence of
the amino acids, fatty acids, flavonoids, phenolic com-
pounds, phytosterol, terpenoids, alkaloids, saponin,
tannins, insecticidals, ovicidals, and cytotoxic activ-
ity (Jena & Gupta 2012). The plant also exhibits a
number of pharmacological activities like anticoncep-
tive activity, antidiabetic activity, antifertility effects,
anti-inflammatory activity, and antimicrobial activity,
thus demonstrating the required antibacterial proper-
ties against different bacterial strains. However, the
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degree of bacterial activity exhibited by these plant
extracts is dependent on the solvent used during the
extraction process. This was well explored by Jena and
Gupta (2012), whereby hexane and methanol extracts
showed the highest antimicrobial activity as opposed
to other solvents like acetone, petroleum ether, and
water. A related study by Marwat et al. (2017) fur-
ther confirmed that the antibacterial activity shown by
plant extracts primarily depends on the type of the sol-
vent used. In this case, alcohol and water were used in
varying concentrations.

2.3 Galinsoga parviflora plant species

The plant grows well on fertile soils that are sunny
or shady and uncultivated. It normally grows up to
0.6 m high and belongs to the Asteraceae family.
The flowers produced are small headed with yellow
florist discs (Damalas 2008). The plant’s flowering
time is normally from May to September and it
bears fruits with hairy achenes. The squeezed lig-
uid/juice from the plant is traditionally well-known
for treating wounds, whereas its roots give an excel-
lent remedy against beetle bites. The phytochemistry
of'the plant shows the presence of flavonoids, aromatic
esters, diterpenoids, caffeic acid derivatives, steroids,
and phenolic acid derivatives among others (Samar
Ali et al. 2017). The plant also exhibits a number
of pharmacological activities like antibacterial, anti-
fungal, antioxidant, nematicidal, anti-inflammatory,
cytotoxic, urease, a-glucosidase, lipoxygenase, hep-
atoprotective, and hypoglycemic among others. All
these bioactive ingredients can be obtained from dif-
ferent plant parts with the help of various solvents.
A review done by Zameer and Yaqoob (2017) shows
that hexane extracts of Galinsoga parviflora demon-
strated better antibacterial activity against selected
bacterial strains compared to methanol and water
extracts.

2.4 Medicinal dye extraction methods

The extraction process can be interpreted in a num-
ber of different ways based on how it is done and
the intended end use of the extracts among others.
According to Colvin (2018), extraction is the sepa-
ration of the medicinally active component from its
parent source using selective solvents through suitable
standard procedures. The extraction of natural dyes for
antimicrobial activity from plants can be done in var-
ious ways depending on the character, the therapeutic
value, and the stability of the drug. Examples of some
of the methods are maceration, infusion, percolation
and decoction, Soxhlet extraction or hot continuous
extraction, ultrasound-assisted extraction (UAE) or
sonication extraction, accelerated solvent extraction
(ASE), and supercritical fluid extraction (SFE) (Jansir-
ani, Saradha, Salomideborani, & Selvapriyadharshini
2014; Murugan & Parimelazhagan 2013; Nn 2015).
Prior to the extraction process, it is important to know a
number of possible basic parameters that can influence



the quality of an extract mostly for the case of plants.
These include the part of the plant used, the extraction
solvent, and the extraction procedure, among others
(Prashant Tiwari et al. 2011).

2.5 Maceration process

This technique has been developed mainly to be
applied in the extraction of dyes from medicinal plants.
Its operation covers the soaking of grounded plant
materials in a solvent (i.e., ethanol, water, methanol,
etc.) which is left to stand for a period of time consid-
ering temperature and agitation as key parameters in
the process. Then the extract is filtered and evaporated
in the rotavapour to obtain a dry mass of the extract
(Colvin 2018). The most important role of using this
extraction procedure for crude drugs is to obtain the
therapeutically desirable portion and eliminate the
inert material by treatment with a selective solvent
commonly known as the Menstruum. The maceration
method is wellknown as a traditional and conven-
tional extraction process thus being easy and more
convenient as compared to other methods (Colvin
2018).

2.6 Infusion, percolation, and decoction processes

The same principles are followed as for the case of
maceration though with slight modifications. Infusion
involves macerating the solids for a short time with
cold or boiling water (Prashant Tiwari et al. 2011). In
percolation the dried powdered samples are usually
packed in the percolator, boiling water is added and
they are macerated for 2 hours. Thereafter, the pro-
cess continues at a moderate rate (e.g. 6 drops/min)
until the extraction is complete before evaporation to
get a concentrated extract. Decoction is only suitable
for extracting heat-stable compounds from hard plants
materials (e.g. roots and barks) and usually results in
more oil-soluble compounds compared to maceration
and infusion (Nn 2015a).

2.7 Antimicrobial efficacy and Minimum Inhibition
Concentration (MIC) of medicinal plant
extracts

Plants and their products have been in use in folk
medicine for a long time and are linked with traditional
medicine (Ajayi & Ojelere 2014). Since then, different
plant species have been reported to have phytochemi-
cal and pharmacological properties with antimicrobial
activities against a number of different microorgan-
isms (Alapati 2015; Gaire & Subedi 2013; McArthur,
Tuckfield & Baker-Austin 2012; Sayyed & Shah 2014;
Zameer & Yaqoob 2017). Considering the thousands of
different herbal plant species in existence worldwide,
studies done by Das, Tiwari & Shrivastava (2010)
clearly show that a small portion of them have been
assessed for both phytochemicals and pharmacologi-
cal properties and yet there is still a very big portion
of plants not investigated yet, hence there is an urgent
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need for efficient, simpler, and cost-effective meth-
ods to evaluate the efficacy of herbal plant extracts as
well as their MICs. Sakha, Hora, Shrestha, Acharya,
and Dhakal (2019) evaluated the antimicrobial activity
of ethanolic extract from medicinal plant parts (like
seeds, buds, and leaves) against various pathogenic
bacteria using disc diffusion method. Then MICs of
the extracts were investigated using micro broth dilu-
tion. The results exhibited good antimicrobial activ-
ity against bacterial strains though the extracts from
leaves of different plants showed better inhibition as
compared to extracts from other plant parts (seeds and
bud). The MICs were found to be 12.5-25 mg/mL.
Similarly, Batra (2012) used the agar well-diffusion
method and serial dilution technique (96-well micro-
liter plates) to evaluate the antimicrobial activity and
MIC, respectively, of different solvent extracts from
Melia azedarach | plant. The results clearly showed
that all the solvents used resulted in extracts hav-
ing significant activity against the bacterial strains,
although ethanolic extracts demonstrated a better inhi-
bition zone compared to others (methanol, ethanol,
petroleum ether, and water). For the case of MIC,
petroleum ether and aqueous extracts demonstrated
the lowest activity against the bacterial strains com-
pared to the rest. There are other recent innovative
techniques which are used to evaluate the antimi-
crobial efficacy of different plant extracts and their
MIC as discussed by different researchers (Balouiri,
Sadiki, & Ibnsouda 2016; Elisha, Botha, Mcgaw, &
Eloff2017; Eloff2019; Ohikhena, Wintola & Afolayan
2017; Zeeshan A. Khan 2019). These techniques are
not commonly used since they require specified equip-
ment and more assessment to achieve reproducible
and standardised results. Also, it was noted that these
techniques can be influenced by many factors like
inoculum size, selection of positive controls among
others.

3 MATERIALS AND METHODS

3.1 Collection of medicinal plant leaves

On the basis of their traditional uses, phytochemi-
cals and pharmacological properties reported in the
literature, fresh and mature Datura stramonium (DS),
Ricinus communis (RC), and Galinsonga parviflora
(GP) plant leaves were considered for this study. They
were collected from the wild in Biharwe, Mbarara Dis-
trict, Uganda, washed thoroughly, and allowed to dry
under the shed.

3.2 Source of microorganisms

Staphylococcus aureus (ATCC 25923) and Pseu-
domonas aeruginosa (ATCC 27853) bacterial strains
were obtained from Microbiology lab, Busitema Uni-
versity, Mbale campus, Uganda. They were recovered
from the storage media following the manufacturer’s



standard operating procedures and identified as per
Atefet al. (2019).

3.3 Preparation of medicinal plant extracts

The extraction process was done according to Jansir-
ani et al. (2014) with modifications. Briefly, the dried
mature plant leaves of the selected plants were ground
into moderately course powder with the help of a pes-
tle and mortar, weighed using a digital balance, and
subjected to aqueous and ethanolic extraction by a
maceration process keeping the material to liquor ratio
(MLR) of 15:150 w/v and 15:150 w/v, respectively.
After the powder was soaked in different solvents
(distilled water and 99% ethanol) for 24 hours at
50°C with occasional stirring, the extract was filtered
through Whatman No.1 filter paper to obtain a clear
first filtrate. The second filtrate was obtained by soak-
ing the used grounded leaves in both solvents (water
and ethanol) while keeping the same temperature and
MLRs for 24 hours. Both filtrates were mixed and
concentrated in a rotavapour in controlled conditions
to 300 mg/mL and stored in an airtight container at
4°C for further studies.

3.4 Preparation of inoculum

Each bacterial strain was sub-cultured in Mueller Hin-
ton agar slats at 37°C overnight. The bacterial isolated
colonies were picked and dissolved in the 1 mL of the
sterile normal saline and their turbidity adjusted to the
equivalent of 0.5 McFarland standard solution (1x 103
CFU/mL).

3.5 Antibacterial activity of the plant extracts

The plant extracts were tested for their antibacterial
activity by using Disc diffusion method following the
Kirby-Bauer Test Protocol (Hudzicki 2009) that is in
line with recommended standards of Clinical and Lab-
oratory Standards Institute (CLSI) (Jean B. Patel et al.
2015).

3.5.1 Disc diffusion method

The Mueller Hinton agar plates were prepared by pour-
ing 20 mL of molten media on to sterile Petri dishes at
56°C and they were left to solidify. Thereafter, they
were labelled and overnight incubated for sterility.
Using sterile cotton swabs, 0.1% suspension of each
bacterial strain was spread evenly over the Mueller
Hinton agar plates and six depressions were created
in the agar medium at a spacing of 2 cm apart with
non-toxic pipette tips and filled with 0.1 mL (300
mg/mL) of plant extract in each well. Standard agar
plates with Ciproflaxin (30 g) and Amikacin (30 ng)
were considered as positive control for the bacteria
while distilled water and 99% ethanol was used as the
negative control. All the plates were left to stand for
45 minutes for the diffusion of the extracts into the
medium. Then they were covered and incubated aero-
bically at 37°C overnight. All the tests were performed
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in triplicate. The antibacterial activity of the extracts
was then evaluated basing on the inhibition zones mea-
sured using an inhibition zone ruler that was placed
edge to edge across the zone of inhibition over the plate
disc and the mean diameters recorded in millimetres.

3.5.2  Minimum Inhibition Concentration (MIC)
determination of the aqueous and ethanolic
extracts

Minimum Inhibitory Concentration is the lowest con-
centration that can inhibit any growth of bacteria on
the prepared culture plates (Batra 2012), It was deter-
mined for the aqueous and ethanolic extracts using
serial dilutions as described by Fg et al. (2016) with
slight modifications. Serial dilutions of the aqueous
and ethanolic extracts of Datura stramonium (DS),
Ricinus communis (RC), and Galinsonga parviflora
(GP) were prepared at various concentrations (30, 3,
0.3 and 0.03 mg/mL) of extracts and put in 5 cm
test tubes. Using non-toxic pipette tips, depressions
were created in overnight incubated Mueller Hinton
agar plates. Then 0.1 mL of different concentrations
(30, 3, 0.3, and 0.03 mg/mL) of each extract were
added to each depression on the Mueller Hinton agar
plates and incubated overnight at 37°C. The lowest
concentration that inhibited the growth of microor-
ganisms was considered to be the minimum inhibitory
concentration.

4 RESULTS
4.1 Antibacterial efficacy of extracts from selected
medicinal plants

4.1.1 Disc diffusion assay

The results in Table 1 and Figures 1 and 2 show
that the aqueous and ethanolic extracts of selected
medicinal plants exhibited varied antibacterial activity.
Based on the mean diameters of the inhibition zones,
Racinus Communis aqueous dye extracts exhibited
higher antibacterial activity against Staphylococcus
aureus and Pseudomonas spp. bacterial strains com-
pared to ethanolic dye extracts. Then Galinsoga parvi-
flora aqueous extracts also showed better antibacterial
activity as opposed to that demonstrated by ethano-
lic extracts. The trend was not different for Datura
stramonium where its aqueous dye extracts demon-
strated higher activity in comparison to ethanolic
extracts. It was also clearly shown that for all selected
plants, their aqueous and ethanolic dye extracts are
more susceptible to Gram-positive bacteria (Staphy-
lococcus aureus) than to Gram-negative bacteria
(Pseudomonas spp).

4.1.2 Antibacterial activity of the controls

The control experiment demonstrated that there was
no influence in the recorded inhibition zones of both
aqueous and ethanolic extracts of different plants
against used Gram-positive and Gram-negative bac-
terial strains, as clearly shown in Figure 3 and
Table 2.



Table 1.

Antibacterial efficacy of the extracts from selected medicinal plants.

Mean diameter of zone of inhibition (mm)

Aqueous extract

Ethanolic extract

Plant Plant Part Staphylococcus Pseudomonas Staphylococcus Pseudomonas
species family used aureus aeruginosa aureus aeruginosa
Galinsoga Asteraceae Leaves 14 10 11 7
parviflora

(GP)

Racinus Spurge Leaves 18 14 13 8
communis

RC)

Datura Solanaceae Leaves 12 8 10 6
stramonium

(DS)

Antibacterial activity: <6 mm: Weak; 7-12 mm: Moderate; >12 mm: Strong

Key: 1 — Aqueous extract DS, 3 — Ethanolic extract DS, 2 -
Ethanolic extract RC, 4 — Aqueous extract RC, 5 — Ethanolic
extract GP, 6 — Agqueous extract GP.

Figure 1. Shows the antibacterial activity of Aqueous and
Ethanolic extracts from selected plants against Staphylococ-
cus aureus bacterial strain.

Key: 1 — Aqueous extract DS, 3 — Ethanolic extract DS, 2 —
Ethanolic extract RC, 4 — Aqueous extract RC, 5 — Ethanolic
extract GP, 6 — Aqueous extract GP.

Figure 2. Shows the antibacterial activity of Aqueous and
Ethanolic extracts from selected plants against Pseudomonas
Aeruginosa bacterial strain.

4.2 Minimum Inhibition Concentration (MIC) of
the aqueous and ethanolic herbal extracts from
selected plants against both Staphylococcus
aureus and Pseudomonas aeruginosa bacterial
strains

The MIC values obtained from plant extracts demon-
strated antibacterial activity which ranged from 3 to
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Figure 3. Antibacterial Activity of pure solvents and
selected standard antibiotics.

Table 2. Antibacterial activity of controls.

Zone of inhibition (mm)

Staphylococcus ~ Pseudomonas
Controls aureus aeruginosa
Ciproflaxin (30 png) 22 20

Distilled water (100 L)
Ethanol (100 nL)

Antibacterial activity: Staphylococcus aureus; >22 mm,
Pseudomonas Aeruginosa; >15 mm.

30 mg/mL (Table 3). Aqueous and ethanolic extracts of
Datura stramonium gave MIC values of 30 mg/mL and
30 mg/mL, respectively, against both Staphylococcus
and Pseudomonas bacterial strains. Ethanolic extracts
of Galinsoga parviflora gave MIC values of 30 mg/mL
against both Staphylococcus and Pseudomonas bac-
terial strains and none was observed for aqueous
extracts. Then, aqueous and ethanolic extracts of Rac-
inus communis gave MIC values of 3 mg/mL and
30 mg/mL, respectively, against both bacterial strains.
Generally, aqueous extracts were observed to have
the most effective antimicrobial activity compared to
ethanolic extracts.



Table 3.

Minimal Inhibition Concentration (MIC) of aqueous and ethanolic extracts from selected plants against

Staphylococcus aureus and Pseudomonas aeruginosa bacterial strains.

Minimum Inhibition
Concentration (mg/mL)

Plant Bacteria Extract
specie specie type 30 3 0.3
Datura Stramonium Staphylococcus Aqueous + - -
Pseudomonas Aqueous + - -
Galinsoga Parviflora Staphylococcus Aqueous - - -
Pseudomonas Aqueous — — —
Racinus Communis Staphylococcus Aqueous + + —
Pseudomonas Aqueous + + -
Datura Stramonium Staphylococcus Ethanolic + - -
Pseudomonas Ethanolic + - -
Galinsoga Parviflora Staphylococcus Ethanolic + - -
Pseudomonas Ethanolic + - -
Racinus Communis Staphylococcus Ethanolic —+ - -
Pseudomonas Ethanolic + - -

‘—’No bacterial activity, ‘4’ Bacterial activity present

5 DISCUSSIONS
5.1 Antibacterial efficacy of aqueous and ethanolic
plant extracts

With the increasing search for suitable antimicrobial
agents that can replace the existing synthetic ones, nat-
ural resources like plants have been the major focus
since they have been proven to have phytochemical
properties that are capable of controlling the growth of
microorganisms without having any toxic effects and
they are eco-friendly (Akanmu, Bulama, Balogun, &
Musa 2019; Fg et al. 2016; Mansour, Saif, & Al-fakih
2017). In the present study, the antibacterial activ-
ity of different plant extracts was evaluated against
Gram-positive and Gram-negative bacterial strains. It
was indicated (Table 1) that all extracts inhibited bac-
terial growth, although with variation. This may be
attributed to the varying phytochemicals that could
have been contained within the extracts that are capa-
ble of imparting antibacterial activities via various
mechanisms. The findings done by Mansour et al.
(2017) on phytochemical screening of plant extracts
revealed that there are mainly five phytochemicals
(flavonoids, tannins, alkaloids, glycosides, and ter-
penoids) that are found naturally in most plants and
are well-known for their biological activities, which
include bactericidal, fungicidal action among others,
thus conferring the antibacterial activity of the anal-
ysed aqueous and ethanolic plant extracts. Also, more
studies have confirmed that in addition to the five
main phytochemicals responsible for bacterial activ-
ity against different bacterial strains, there are others
like phenols, lignins, saponins, and sterols that are
mainly found in plant leaves (Ali et al. 2017; Sayyed
& Shah 2014). All these compounds have been found
to have also pharmacological properties like antidi-
abetic activity, anti-inflammatory activity, antimicro-
bial activity, among others (Marwat, Khan, & Baloch
2017).
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The current study further revealed that aqueous
extracts of all plants gave improved resistance, thus
a bigger zone of inhibition, ranging from 8-18 mm
against both Staphylococcus aureus and Pseudomonas
aeruginosa bacterial strains, compared to ethanolic
extracts with 6-13 mm. This result differs from what
is well-known from various studies (Udochukwu et al.
2015; Yu et al. 2014) where organic extracts showed a
greater or same activity than aqueous extracts. This
could be attributed to the chemical composition of
plants and variations in the ability of the solvent
to dissolve the grounded plant leaves, thus influenc-
ing the phytochemicals extracted. In related findings,
Oluwajobi et al. (2019) evaluated the antibacterial
and antifungal activities of aqueous and methanol leaf
extracts from Psidium guajava, Vernonia amygdalina,
and Azadiracta indica against different microbial iso-
lates. The obtained range of zone of inhibition for
aqueous extracts against both bacteria and fungi was
greater than for methanol extracts. This was so due
to the presence of all the analysed phytochemicals
including tannins which were found in large quanti-
ties as opposed to methanol extracts where glycoside
and anthraquinone were found to be missing. Fur-
thermore, Kadi et al. (2011) used the disc diffusion
test to evaluate the antibacterial activity of ethanolic
and aqueous extracts from Punica granatum L. bark
against different bacterial strains. The results showed
aqueous macerate extracts to have higher antibacte-
rial activity than ethanolic macerate extracts. This is
agreement with the findings of Atefetal. (2019) where
water extracts of M. oleifera and M. recutita plants
demonstrated better activity against the selected sen-
sitive isolates compared to ethanol extracts from both
plants.

The study also demonstrated that there was
higher activity against Staphylococcus aureus (Gram-
positive) bacteria for all plant extracts (aqueous and
ethanolic) compared to Pseudomonas aeruginosa



(Gram-negative) bacteria. This variation could have
been attributed to differences in the morphological
nature of these microorganisms. Normally, Gram-
negative bacteria contain an outer phospholipid mem-
brane with structural lipopolysaccharide parts, thus
making the cell wall impermeable to several antimicro-
bial agents, whereas Gram-positive bacteria contain an
outer peptidoglycan membrane which is more perme-
able, and thus more susceptible to many antimicrobial
agents. This is consistent with Hiroshi Nikaido and
Marti Vaara’s (1985) findings on the molecular basis
of bacterial outer membrane permeability and further
explained by Hasara et al. (2019) in their study on
medicinal plants against some human pathogenic bac-
teria. Also, Chanda and Baravalia, (2010) evaluated the
antioxidant and antimicrobial potentiality of different
medicinal plants against various skin diseases which
are a result of different bacteria and fungi. The results
obtained showed that indeed the antibacterial activities
of C. longa and C. amada were higher on Gram-
positive bacteria (S. aureus and B. subtilis) compared
to Gram-negative bacteria.

On the control experiment, it was confirmed that
the solvents (water and ethanol) used in extraction pro-
cess had no any effect on the bacterial activity against
the selected bacterial strains, compared to Ciproflaxin
and Amikacin standard antibiotics which had antimi-
crobial influence on the tested microorganisms. These
findings were in agreement with previous research
done by Yavuz et al. (2017) where dimethy] sulfoxide
was found to have no antimicrobial effect, compared
with ceftriaxone and gentamicin which affected the
bacterial strains used.

To accurately compare the effectiveness of different
plant extraction methods concerning their respective
inhibition zone diameters obtained from disc diffu-
sion tests, MIC was employed and the values obtained
demonstrated slight variation in antibacterial activity
from all the selected plants. This variation could have
been aresult of the different solvents used in the extrac-
tion processes, and the chemical and volatile nature of
different plant constituents among other factors. In the
study by Mostafa et al. (2018), who used the disc dif-
fusion method to evaluate the efficiency of the most
effective plant extracts that had shown better antibac-
terial activity against food poisoning pathogens, the
results also showed variation in MIC values of the
different plant extracts considered. Furthermore, the
present study demonstrated that Galinsoga parviflora
ethanolic extract had activity (MIC) at 30 mg/mL
against the tested bacterial strains whereas aqueous
extracts didn’t have any activity. This negative result
may not necessarily mean that there are no bioactive
constituents or the plant is inactive. The active agents
may have been available in small quantities and thus
unable to show any activity with the extract concen-
tration employed (Chanda & Baravalia 2010). On the
other hand, Racinus communis aqueous extract showed
activity (MIC) at 3 mg/mL against tested bacterial
strains which is the lowest compared to that obtained
with ethanolic extracts, thus demonstrating the highest

bacteriostatic activity. This dispersion could have been
attributed to the presence of various phytochemicals,
like phytate, cyanogenic glycosides, among others,
which are capable of dissolving completely in water
and are slightly or sometimes insoluble in ethanol
(Udochukwu et al. 2015). In addition to that, this result
is in agreement with previous studies (Akanmu et al.
2019; Fg et al. 2016).

6 CONCLUSIONS AND RECOMMENDATIONS

This study has shown that, all the extracts (aque-
ous and ethanolic) of Datura stramonium, Racinus
communis, and Galinsoga parviflora medicinal plant
leaves demonstrated bacteriostatic activity against the
selected bacterial strains even though aqueous extracts
proved to be better. High susceptibility of the plant
extracts to Gram-positive bacteria was confirmed
and based on the concentration used, their antibac-
terial activities were significantly lower than those
of ciproflaxin and amikacin standard antibiotics. It
has also proven that Racinus communis leaf extract
was more potent against bacterial strains than other
plants tested. These plants are known to possess var-
ious phytochemicals and pharmacological properties
that contribute to their potential activity against differ-
ent pathogens. This also justifies the persistent use of
these herbs in traditional medicine. Further attention
and research should be on using a mixture of water and
ethanol at varying ratios during the extraction process,
identifying the phytochemical constituents obtained,
and evaluating their antimicrobial properties against
Gram-positive and Gram-negative bacterial strains.
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ABSTRACT: Drying is one of the traditional methods of food preservation. It is performed in various ways
which include sun drying (natural sun) and forced convection (diesel heaters and solar evacuated tubes). The
sun drying method takes a long time and can be affected by seasons, thereby increasing the risk of spoilage of
the food being dried. This may be avoided by using more efficient methods of drying that enable quick drying
and can be used in all seasons. The aim of this study was to design and fabricate a heating system using solar
evacuated tubes to produce heat that could dry farm products. Fabrication was done using waste aluminium
sheets collected from Rivatex East Africa Limited. Tests were then carried out to determine the amount of heat
required for drying, the arrangement of the solar evacuated tubes housing, and the quantity of air necessary for
drying. Changes in temperature and relative humidity were also measured to determine the effectiveness of the
dryer. And the arrangement of the solar tubes was parallel. The solar heat collector was able to heat the air from
a temperature of 27.1 to 56.7°C, and relative humidity dropped from 52.4% to 36.5%. Results show that the

designed solar dryer can be used as an alternative for natural sun drying.

Keywords:

1 INTRODUCTION

Maize drying is a process of removing moisture from
the grain to a definite value of operation, therefore
allowing ease of processing, storage of the product,
and reduced the growth of microorganisms. Maize dry-
ing includes heat and mass transfer with varying rate
processes that include physical or chemical transfor-
mation (Cengel, 2000). The typical maize dryers are
alsoused to dry farm produce such as coffee, corn, veg-
etables, milk products, and commercial fruits (Wang,
2005). When the grains are harvested, they have a
high moisture content of 25%—40% (Radhika, 2011)
that must be reduced for ease of storage or process-
ing. Poor drying of the maize grain will lead to the
growth of mycotoxins, a low-molecular-weight natu-
ral product which is produced by filamentous fungi as
a secondary metabolite under suitable temperature and
humid conditions. Mycotoxins are poisonous chemi-
cal compounds, which when ingested by vertebrates
cause sickness or even death (Korir, 2012). To ensure
proper drying of high production capacity, an appro-
priate temperature should be used; if high temperature
is used for drying it will affect the quality of the grains,
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and hence will affect consumers such as wet milling
industries.

1.1 Drying technique

Drying techniques vary among farmers from sun dry-
ing which is a natural method to the artificial methods
using forced hot air through the material. The various
ways of selecting the method of drying depend on the
cost and the production scale. Sun drying is the most
common method that is practiced by farmers because
it uses the sun as a source of energy which is abundant,
less costly, simple, and environmentally friendly (Aki-
nola, 2006). Around the world there is encouragement
of the use of renewable energy due to the depletion of
fossil energy. Its use by farmers with advanced tech-
nology will result in an increase in farm productivity
(Weawsak, 2006).

Artificial forced hot air dryers are commonly used
to speed up the process of drying. The product is con-
ditioned in a chamber (Ahmet., 2013). Maize stored
on a horizontal grid is dried by heat from a fire
that has been set below. The disadvantage of this
method is that the grain changes colour and pro-
duces an odour due to the effect of smoke from the
fire. To overcome this problem a hot air chamber/heat
exchanger unit and a chimney were developed, such
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as shallow layer dryers (John, 2017), continuous flow
dryers (Kasiviswanathan., 2016), and fluidized dryers
(Mujumdar., 2000). The mechanized drying method
is advantageous in the sense that it speeds up the time
required for drying, less labour is required, and a better
quality of the product is produced. Its major chal-
lenges are the higher operation costs due to the use
of electricity and the substantial amount of fuel (Ajay,
2009).

Solar dryers are specialized devices that control the
process of drying and prevent the products from the
damage caused by insects, rain, and dust (Bala., 2002),
(Senadeera., 2007). Solar energy is absorbed and is
converted into heat energy which then heats the air
and dries the product. They have been beneficial in the
sense that they generate high temperatures, lower rela-
tive humidity, lower product moisture content, reduce
the spoilage of product during drying processes, use
less space, take less time, and are relatively inex-
pensive compared to other artificial drying methods
(Mohanraj, 2008).

1.2 Components of the solar dryer

a) Drying chamber: The drying chamber is the sec-
tion where the drying process will take place, it is
the section where the product to be dried is placed.
(Folaranmi, 2008).

b) Air flow system: The flow of air into the drying

system can be either be natural or forced (con-

vection). For a natural system, the air is blown
into the system by wind or hot air moves up and
cold air moves down into the drying chamber. For
forced convection, the air is blown in with the help
of a fan. The fan can be powered by a generator
or the utility electricity. When using the fan, the
drying time is reduced and the product quality is
maintained, hence optimizing the drying process

(Mathew, 2001). The fan works either to create a

negative pressure in the system which will prevent

hot air leakage during drying to positive pressure
which prevents cold air and dust entering into the
system.

Solar collector: The solar collector is used to

absorb the solar energy and converts it into heat,

hence it is used for thermal application. It is used

to absorb shorter wavelengths of sunlight of 0.3—

2 mm and prevents heating wavelengths of 2—10

mm from being lost into the atmosphere using a

greenhouse effect. Some of the types of solar col-

lector are flat plate, heated pipes, and solar evac-

uated tubes (Norton, 2006), (Kalogirou., 2004).

The flat plate collectors have commonly been used
for several solar experiments. Their operation param-
eters are mass flow rate of the fluid, inlet, outlet and
ambient temperature, solar radiation, air speed, glass
cover, and environment condition (Akpinar, 2010).
Their performance depends on the design parame-
ters which include type and thickness of the glazing,
number and type of coating on the collectors plate,
evacuated space between the collector and the inner

C

~

glass, insulation type, and convection movement of
the air in the system (Alghoul, 2005).

Solar evacuated tubes have been used for many
years in Germany, Canada, China, and the UK. There
are various types of evacuated tube but the most com-
monly used have a double glass tube, because of their
reliability, excellent performance, and ease to manu-
facture (Zulovich, 2013). An evacuated tube has two
glass tubes, i.e., the outer tube and the inner tube. The
outer tube is made of very strong transparent borosil-
icate glass that can resist impact from hail and is 38
mm in diameter. The inner tube is made of borosili-
cate glass but is coated with a special selective coating
that is excellent in absorbing solar energy and has a
minimal reflection property (Kalogirou., 2004). The
air is evacuated from the space between the two layers
of glass to form a vacuum that will eliminate loss of
heat through conduction and convection. At the bottom
is a layer of barium that is used to absorb CO, CO,,
N3, O,, H,0, and H, during operation and storage to
ensure that the vacuum is maintained; also the barium
shows the status of the vacuum in that when the vac-
uum ceases the silver-coloured barium layer will turn
white, as shown in Figure 1.

Presence of vacuum

No vacuum

Figure 1. Solar evacuated tube, with vacuum and with no
vacuum (Green Spec, 2018).

1.3 The desirable features of a solar collector
include the following:

(a) Transparent cover: It traps heat from thermal radi-
ation, this ensures fewer radiation and convection
losses into the atmosphere. It protects the absorber
from damage during hostile weather conditions.
Covers are commonly made of low iron glasses
such as fibreglass, flexiglass, thin plastic films,
and reinforced polyester and ultraviolet-resistant
plastic sheeting. The low iron glasses have a high
transmission and low reflection of sunshine and
are thin thereby increasing its efficiency (Joshua,
2008).

(b) Insulation: The insulation property prevents the
thermal energy loss which minimizes the over-
all heat loss of the system when placed below
the absorber plates. It must withstand the stag-
nating temperature, not be damaged by moisture
or insects, and should be fire resistant (Joshua,
2008). Insulators are made from mineral wool,
Styrofoam, fibreglass, urethanes, and selective
grades of CFC-free polyurethane foam (PUF).
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They must be kept dry or they may lose all their
insulating qualities. Since the air that is flowing
into the system contains moisture, the insulator
should have a desiccant to absorb the moisture
(Alghoul, 2005).

The benefits of using solar dryers include the fol-
lowing: dried grains are tasty, nutritious (high in
carbohydrates and low in fat), the nutritional value and
flavour in food is only minimally affected by drying,
dried grains are easy to store (minimizing space of stor-
age) and easy to prepare (processing), and the grains
remain clean since the grains are protected from rain
and pollution from dust

Some of the limitations of the solar dryer are
inadequate infrastructure in Kenya, growing market
difficulties by intensifying competition in the world-
wide agricultural market, as well as the need for an
improvement in the population income and supply sit-
uation. The major limitation for the automated solar
powered dryer is the use of a fan. The fan should be
inexpensive, durable, and produce high flow rates at
a high pressure while having a low power consump-
tion, in order to keep the price of the solar crop dryer
down and at them same time ensure an efficient drying
process.

2 MATERIAL AND METHODS

The solar system consisted of seven pieces of 0.74 m
long open-ended evacuated glass tubes to heat the air,
seven 0.5 m length aluminium to allow flow of air
within the system, and wooden bed frames to hold
the evacuated tubes in position. A blower was used to
blow air into the solar evacuated tubes, as shown in
Figure 2.

Blowers

Solar evacuated
tubes

Figure 2. Arrangement of solar evacuated tubes.

The design and arrangement of the solar evacuated
tube system consist of the following parts:

o Solar evacuated tubes
e Manifold chamber

2.1 Solar evacuated tube

The solar evacuated tubes are arranged parallel to each
other in this system, as shown in Figure 2. Each evacu-
ated tube consists of two concentric glass tubes made
of extremely strong borosilicate glass. It consists of
two glass tubes, and in-between the glass tubes there
is a vacuum. The outer tube is transparent which allows
rays of light to pass through with minimal reflection.
The inner tube is coated with a special selective coating
(Al-N/Al) which absorbs the solar radiation superbly
with negligible reflection properties. The length of the
evacuated tube is 1.8 m and the outer and inner tube
diameters are 0.057 m and 0.047 m, respectively.

2.2 Manifold chamber

The manifold chamber consists of a square chamber
made of wood which is a poor conductor of heat, and its
measurements are 0.74 by 0.10 by 0.14 m, and a circu-
lar pipe of diameter 0.196 m made of aluminium pipe.
The circular pipe is centrally passed through the square
chamber and is closed at one end. Its surface contains
seven holes in which chromium pipes are attached,
which direct air into the solar evacuated tubes. Seven
holes are also made on the square chamber where the
solar evacuated tubes are attached and the closed ends
are supported by a frame, as shown in Figure 3.

T ———— -
Circalar pipe - "—- Hot air to the
from blower B 3

Inlet of air

Manifold with the aluminium pipes.

Figure 3.

3 RESULTS AND DISCUSSION

The system was tested for two days to show the vari-
ation that may occur on different days depending on
the UV intensity.

Figure 4 shows the relationship between tempera-
ture and relative humidity against time; t1 and hl are
the temperature and relative humidity of the ambient
air respectively. The ambient temperature t1 is lower
with an average of 21.7°C, and relative humidity has
a high average of 64.7%. As the air passes through the
solar system the temperature of air t2 is increased to an
average temperature of 46.7°C, and relative humidity
h2 decreases to 45.3%. This is because as the tem-
perature increases, moisture in the air is converted to
vapour gas, hence decreasing the amount of water in
the air.
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Figure 4. Relationship between average temperature &
relative humidity against time.

3.1 Relative between temperature and relative
humidity against time

Figures 5 and 6 show the relationship temperature
and relative humidity against time. Figure 5 shows the
change in the temperature and relative humidity of the
ambient air, where t1 and hl are the temperature and
relative humidity of the ambient air. At 1,000 hrs t1
was 21.7°C which increased to 37.5°C at 1245 hrs,
while the relative humidity decreased from 64.7% to
50.8%.

Temperature & Relative Humidity
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Humidity(%)
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Figure 5. Relationship between temperature & relative
humidity against time (ambient air).

Figure 5 shows the change in the temperature and
relative humidity of the air from the solar evacuated
tubes, where t1 and h1 are the temperature and relative
humidity of the air out of the solar system, respectively.
At 1,000 hrs t1 was 26.8°C which increased to 56.3°C
at 1245 hrs, while the relative humidity decreased from
45.3% to 42.1%.

3.2 Temperature against time

Figure 7 shows the variation of temperature during dry-
ing before loading of maize on the cob, represented by
tl and t2, where t1 is the ambient temperature, and t2
is the temperature at the inlet of the dryer. The tem-
perature increases with time up to 1245 hours, after
which it starts decreasing.

The temperature of the ambient air is increased from
26.8 to 56.3°C at 1,300 hours; this is because the sun
is at its peak intensity.
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Figure 6. Relationship between temperature and relative
humidity against time (Air in the Solar Evacuated Tube).
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3.3 Relative humidity against time

The relative humidity of the drying system was mea-
sured when the solar system was operating, giving
results of hl and h2, where hl is the ambient rel-
ative humidity, and h2 is the inlet relative humidity
of air entering the drying chamber, as shown in
Figure 8.

Relative humidity (representing the general mois-
ture from the environment) decreased with time, hl
was 64.7% to 50.8% at midday, because the air
was continually heated. Later the humidity started
increasing, due to the lowering of the sun’s intensity.
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Figure 8. Relationship between relative humidity and time.
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4 CONCLUSION

A solar collector system was fabricated, consisting of
seven solar evacuated tubes whose absorbing area was
2.21 m? for each tube, a frame to hold the tubes in posi-
tion made of wood, and a blower with an average speed
of 2.4 m/s. The system could heat the air from a tem-
perature of 21.7 to 26.8°C, decrease relative humidity
from 64.7% to 50.8% at 1,000 hrs and raise tempera-
ture from 26.8 to 56.3°C, drop relative humidity from
45.3% to 42.1% at 1245 hrs. The found temperature is
within the optimum range of heat needed to dry maize
grain, i.e., 30-60°C (Vidya, 2013). This system will
encourage the early harvest of maize and the reduc-
tion of growth of fungi, such as mycotoxins, which are
harmful when consumed by humans and animals.
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