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Abstract—The application of simulation optimization in water
distribution network analysis and design is a promising method
for generating solutions to existing challenges. The absence of
a standard interface for coupling the open source EPANET
software package to optimization algorithms increases the im-
plementation effort and limits the comparison of results. This
work presents a methodology for implementing an interface for
coupling optimization algorithms with EPANET. The proposed
technique uses the internal simulation clock events in a discrete
event simulation platform to co-ordinate optimization loops and
data exchange. The utilization of intermediate input/output files
is avoided in order to increase the simulation speed. A water
distribution network implemented in the EPANET solver is
considered as a discrete event to be interfaced with optimization
algorithms. The interface module is implemented as a C/C++
mex-file for EPANET in the MATLAB/Simulink platform. The
methodology enables the user to evaluate the fitness of the design
parameters with easy access to data logging and visualization
tools at run-time. The proposed technique is used to implement
the particle swarm optimization algorithm (PSO) and applied to
design a benchmark water distribution network.

I. INTRODUCTION

Water distribution systems (WDSs) perform the crucial role
of supplying safe drinking water to the public. The main
goal in WDS operation is to meet the desired water demand
while ensuring the appropriate water quality and pressure is
met in all the nodes. A water network model is a hybrid
system consisting of both continuous dynamics and discrete
events. Water flow from the sources to the demand nodes is a
continuous event with time varying flow rates. Discrete events
include operation of control valves, operation of pumps, and
the scheduling of water supply patterns.

The EPANET hydraulic modelling software package [1]
is a standard open source tool for modelling water distribu-
tion systems. EPANET software is available as a standalone
package with a graphical user interface or as a dynamic library
of functions with source code in C language. Parts of this
software have been rewritten by different users in order to con-
form to various user needs. An object–oriented implementation
using C++ [2] and Python language [3] have been developed.

An optimization interface enables the faster implementation
of techniques to address water network distribution problems
such as pipe diameter selection, leakage detection, state esti-
mation, and sensor placement. The EPANET solvers and other
water network analysis tools have been used to implement
algorithms to solve problems such as leakage minimisation
[4], sensor placement [5], and pressure control [6]–[9]. The
contribution of this work is the formulation and implementa-
tion of a methodology for interfacing EPANET to optimization
algorithms. A water distribution network implemented in the
EPANET solver is considered as a discrete event.

A. Discrete event simulation

A discrete event simulation is one in which the model is
updated at a discrete set of simulated time points, which may
be of unequal size, called event times [10]. The simulation
clock tracks the passage of time and advances in discrete steps
when all the actions defined in the current event (such as a
call to the EPANET engine) have been carried out. The actual
length of time needed to perform computations may vary from
one event to the next.

A MATLAB based discrete event simulation system is
implemented in [11] and switch-case statements are used
to control events. In this work, discrete event simulation is
implemented using C-Mex S-functions which enables imple-
mentation of flow control using timed events. A user defined
C-Mex S-function provides the most advanced programming
flexibility [12]. The developed interface provides a seamless
connection to the EPANET engine functions whose source
code is available in C language.

B. Functions of an optimization interface

In order to utilize EPANET to evaluate an objective function
during parameter design, an interface or wrapper module is
required to perform: (1) initialization and calls to the EPANET
functions; (2) data exchange between EPANET and the opti-
mization algorithm during parameter update; (3) controlling
the flow and determining whether the optimization process is
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complete e.g. using the set number of iterations or when the
objective function cost is below a given threshold; and (4)
data logging and visualization of the results at run-time. The
way the identified functions are addressed in a discrete event
simulation platform determines the efficiency and accuracy of
the optimization process.

C. Related work

An EPANET–MATLAB toolkit [13] provides an m-file
programming interface for accessing the EPANET functions,
simulating, and visualizing simulation results. The metho-
dology developed in this work is dedicated to the problem
of interfacing EPANET with optimization algorithms. This
enables interfacing of EPANET with the Mathworks Simu-
link engine [14] and other software platforms that support
discrete event simulation. The functionality of data logging
and visualization is not addressed in this work since it can
be effectively performed by the simulation software platform
where EPANET is hosted. The proposed interface addresses
the challenges of initialization, flow control and data exchange
when interfacing EPANET with an optimization algorithm in
a discrete event simulation environment.

The next section presents the formulation of the water
distribution network design problem. Section III presents the
implementation of the optimization interface while section IV
presents an introduction to the PSO algorithm. Simulation
results and discussion are presented in section V and section
VI concludes the study.

II. WATER DISTRIBUTION NETWORK DESIGN PROBLEM

The optimal design problem in water distribution systems
has been researched extensively with the aim of minimizing
the construction cost [15], [16]. The major parameter of
interest is sizing of pipe diameters for different WDS links.
The optimal design problem is therefore modelled as a static
optimization problem. The long-term management decisions
which include operation of pumps and scheduling of water
supply and demand patterns also need to be addressed. The
water pipe diameter selection problem has been addressed
using different methods and is classified as NP-Hard. The
application of population based meta-heuristic algorithms has
gained prominence over the years. Meta-heuristic algorithms
solve the WDS design problem by considering the water
network model solution as a black-box objective function. In
this work, the particle swarm optimization (PSO) algorithm is
used.

Simulation optimization aims to minimize the total con-
struction cost of the water distribution network given by (1),
where n is the number of pipes in the network, C(di) is the
unit cost of a commercial pipe of diameter di, and Li is the
length of the pipe. The pipe selection is constrained by the set
of commercially available diameters, [D], given by (2), where
N is the number of available diameters. The optimization
problem is solved subject to the constraints given by (3)–(6).
The satisfaction of the constraints is tested using the water
network solution from EPANET.

Tc =

n∑
i=1

C(di)Li (1)

di ∈ [D] ∀i ∈ N (2)∑
i

Qin −
∑
i

Qout = Qex (3)∑
i

KiQ
p
i = 0 (4)

Hi ≥ Hmin (5)
Vmin ≤ Vij ≤ Vmax (6)

The first constraint is the law of conservation of mass at
each node which requires that the net flows must be equal to
zero. The application of nodal conservation of mass expressed
in terms of pipe flow rates is given by (3). The sum of flows
into the node (Qin) minus the flows out of the node (Qout) is
equal to the external demand (Qex).

The constraint in (4) is the law of conservation of energy in
a closed loop, where Ki is the hydraulic resistance in pipe link
i and p is an exponent whose value depends on the head-loss
formula utilized in the analysis. The conservation of energy
constraint requires that the sum of frictional energy lost over
any path, belonging to a closed loop is zero if there are no
power pumps.

Constraint (5) refers to the minimum pressure head requi-
rements, where Hn is the pressure at node n, and Hmin is
the minimum pressure required. A minimum pressure head
at each node is required to satisfy the water demand while
guaranteeing appropriate network operation. The minimum
and maximum water velocity constraint (6) in each link may
also be imposed.

The benchmark Hanoi network [17] is implemented in
EPANET. The Hanoi water distribution network has 32 nodes
and 34 pipes organized in 3 loops. There are no pumps and
there is one fixed head source at an elevation of 100 m. All the
nodes are at the same ground level and the minimum pressure
head requirement at all nodes is fixed at 30 m. There are 6
commercially available diameters of 12, 16, 20, 24, 30, 40
inches. The layout of the Hanoi network is shown in Fig. 1.
The network data is obtained from [18].

III. IMPLEMENTATION OF THE OPTIMIZATION INTERFACE

The optimization scheme is implemented as shown in Fig.
2. The developed interface ensures that there is flow control
without using explicit loop control statements. The interface
enables discrete event driven flow control during simulation
optimization.

The events of the simulation-optimization scheme of Fig.
2 are co-ordinated as shown in Fig. 3 using the optimization
interface. The simulation engine of the host software issues
the commands to start the simulation and periodic updates
of the clock time. The first step involves setting up the
fundamental simulation sample time Ts seconds. The value of
Ts is determined by performing an experiment to determine the
length of time the EPANET solvers take to complete a single
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Fig. 1. The layout of the Hanoi network [18]

period analysis call. The host simulation engine advances the
clock time periodically. The interface is used to co-ordinate
events after every Ts seconds. At the start of the simulation,
the initialization module is invoked in order to initialize
the optimization algorithm, the water distribution network
parameter routine, and initialization of EPANET hydraulic
analysis module. The initialization is carried out as shown in
Fig. 4. A reference for the EPANET function calls is available
in the programmer’s toolkit [19].

The optimization algorithm generates a population of par-
ticles which are used to set the water network parameters in
EPANET at the beginning of each call. The EPANET solvers
are also initialized before each call in order to ensure that the
initial conditions are the same for each of the set of parameters
used to run the system. The procedure for water network
simulation using EPANET is summarized in Fig. 5. At the end
of each call to EPANET, the water parameter update routine
retrieves the hydraulic results and calculates the fitness of the
set of parameters used to run the water network.

The optimization algorithm events are processed as shown
in Fig. 6. When all the potential set of parameters in the
population have been used to run the water network design
model, the PSO algorithm is used to update the population
and a new iteration is initiated. The process ends when the set
number of iterations is reached and the results are saved.

IV. PARTICLE SWARM OPTIMIZATION ALGORITHM

Particle swarm optimisation (PSO) is a population–based
metaheuristic algorithm based on the movement and intelli-
gence of swarms. It applies the concept of social interaction
to problem solving. The algorithm was developed by Kennedy
and Eberthart in 1995 for simulating the flight patterns of
birds, which is governed by three factors: avoiding collision,
matching the velocity, and flock centering [20]. The main
goal of the flight pattern is to find a place with enough
food. Kennedy and Eberthart observed that the bird flocking
behaviour can be applied in optimisation using a population
of potential solutions called particles that are flown through a

Host Software
Simulation 

Engine

Optimization 
Interface

EPANETOptimization 
algorithm

Water Distribution 
Network 

Parameter Update

Fig. 2. Architecture of the optimization scheme
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Fig. 3. Co-ordination of events during simulation

D–dimensional search space. At time–step k each particle i is
represented by the position vector xk and velocity vk.

The instantaneous position of the particles in a swarm that
consists of N particles is given by:

Xk = [x1, x2, . . . , xN ] (7)

where xi represents a parameter of the problem that has to
be optimised, and k is the time-step. Initially, each particle
position is randomly generated and the particle then moves
with a random velocity subject to the boundary conditions. At
the time step k + 1, the velocity of the ith particle is given
by:

vk+1 =wvk + C1 · rand() · [Pbest − xk] +

C2 · rand() · [Gbest − xk] (8)

where w is the inertia factor; C1 and C2 are the social and
cognitive rate, respectively; Pbest is the best position ever
found by the particle during its motion; Gbest is the best
position discovered by the entire swarm, and rand() is a
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Fig. 4. Start-up initialization events

//update parameters of current WDN in
// EPANET (using Ensetlinkvalue)
wdnPtr->updateWDN(P);

ENinitH(0);//initialize Epanet
ENrunH(&t);//run single period analysis

//retrieve hydraulic results and calculate fitness
wdnPtr->updateCost(P);

Start

Wait for event 
trigger to call 

PSO

Fig. 5. Processes during calls to EPANET

uniform random number generator between 0 and 1. The new
position of each particle is then evaluated using:

xk+1 = xk + Vk (9)

If a particle position violates the boundary conditions, the
current velocity is set to zero and a new velocity is evaluated
using (10) and a new position is re-evaluated using (9).

vk+1 = C1 · rand() · [Pbest − xk] +

C2 · rand() · [Gbest − xk] (10)

The performance of the PSO algorithm is sensitive to the
particle velocity. The inertia factor w is therefore selected

P=P+1

Iteration processes of algorithm
psoPtr ->iterate();//analyze cost and
//update pso particles.

P>=numP?

J=J+1
P=0

J>=numJ?

Wait for event 
trigger to call 
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No

Yes

Wait for event 
trigger to call 

Epanet

Wait for event 
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terminate 
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Start

No
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Fig. 6. Optimization algorithm

using (11) [21]:

w = wmax −
k (wmax − wmin)

N
(11)

where wmax and wmin are the maximum and minimum values
of inertia factor respectively, k is the iteration counter, and N
is the total number of iterations.

V. SIMULATION RESULTS AND DISCUSSION

The optimization process was carried out in Simulink using
the discrete event simulation scheme presented in Fig.3. PSO
initialization parameters are given in Table I. The cost function
consists of the pipe cost and the nodal pressure head penalty
cost expressed as (12).

fcost = Tc + Ppc (12)

Ppc =
∑
i

(Tp − Pi) ∗Kph1 + (Pi − Tp) ∗Kph2 (13)

Where, Tc is the total pipe cost given by (1), Ppc is the
pressure penalty cost, Tp is the target pressure, Pi is the
measured pressure at node i, Kph1 is the below target pressure
penalty, and Kph2 is the above target pressure penalty. The
choice of penalty scaling factors has a major influence on
the convergence of the simulation. The above target pressure
penalty Kph2 was set to zero since the major aim is to
meet minimum nodal pressure head of 30m at minimum
construction cost. To ensure fast convergence, the absolute
value of PPC should be in the range of 1 × 106 since the
construction cost is in millions of dollars. Therefore, Kph1 was
set at 10 × 106. The default settings of EPANET 2 software
package were used in the simulation.

Since the movement of the PSO particles is continuous,
the 6 pipe diameters available for designing the network are
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TABLE I
INITIALIZATION OF PSO PARAMETERS

Parameter Value
Population (P ) 80
Number of iterations (N ) 500
Inertia factor (wmax, wmin) 0.5, 0.05
Social rate (C1) 2.0
Cognitive rate (C2) 2.0
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Fig. 7. Selected link pipe diameters for the Hanoi network

placed in a sorted array and the particles are to determine the
optimal array index. The current particle position x is therefore
rounded to the nearest integer in the range 0 to 5 and used to
select the corresponding pipe diameter. The particle movement
is constrained by the range of the array index.

The selected optimal pipes for the Hanoi network are as
shown in Fig. 7. The selected optimal pipes gives the nodal
pressure distribution shown in Fig. 8. The pressure at all the
nodes is above the target pressure head. The lowest heads are
at nodes 12 and 28 with 30.007m and 30.013m respectively.
The selected pipes give the global best known pipe cost of
6.081 × 106 dollars. Although PSO has been reported as
the worst performing algorithm in terms of efficiency [16]
during pipe sizing of the Hanoi network, it was able to obtain
the global minimum after 220 iterations in this study. The
convergence of the pipe cost during optimization is shown in
Fig. 9. The optimization interface presented this work and the
statistical comparison methods presented in [16] contributes
to the development of a platform for fair comparison of
algorithms in water network design.

VI. CONCLUSION

This paper presents a methodology for implementing an
optimization interface for EPANET water network analysis
software. The optimization interface is implemented and cou-
pled with EPANET in a discrete event simulation platform.
The developed interface is validated by using it to couple
EPANET and the particle swarm optimization (PSO) algorithm
in MATLAB/Simulink. The optimization scheme is applied
for pipe diameter selection in the benchmark Hanoi water
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Fig. 8. Comparison of target pressure head and the actual values for the
Hanoi network
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Fig. 9. Convergence of the Hanoi network pipe cost during optimization

distribution network and the best known global best cost is
obtained. The proposed optimization interface contributes to
the development of a platform for comparison and selection
of algorithms for various water network design problems.
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